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Abstract

In this paper we look at one of the seminal works of Rob van Glabbeek from a probabilis-
tic angle. We develop the bisimulation spectrum with silent moves for probabilistic models,
namely Markov decision processes. Especially the treatment of divergence makes this endeav-
our challenging. We provide operational as well as logical characterisations of a total of 32
bisimilarities.

1 Introduction

The probably most resonating contribution brought to computer science through the concep-
tion of concurrency theory is manifested by behavioural relations. Especially bisimulation
relations are the prime vehicle to equate, respectively distinguish processes according to the
behaviour they exhibit when interacting with other processes, taking the stepwise behaviour
of states in labeled transition systems as a reference.

The systematic and comparative study of such relations has been pioneered by Rob van
Glabbeek in a pair of landmark papers providing a concise yet precise overview of the linear
time—branching time spectrum [23,24]. Arguably, bisimulation relations form the core of
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the finer branching time fragment of this spectrum. A bisimulation equates processes whose
behaviours (in terms of moves from state to state) can be mutually simulated [18].

In strong bisimulation, each individual move needs to be mimicked. But often in con-
currency theory one faces internal computations that are to be abstracted away by a natural
notion of behavioural equivalence. These are “silent” moves in the jargon of van Glabbeek,
opposed to observable moves. A variety of bisimulations for labeled transition systems can
be defined capturing the essence of observable behaviour in varying degrees.

The finest relation in this bisimulation spectrum with silent moves is branching bisimula-
tion [26] with explicit divergence [2,23], the coarsest is Milner’s notion of weak bisimulation
[17], which is blind wrt. divergence. The bisimulation spectrum with silent moves spans
between these two extremes. Explicit divergence has lately been refined [16] with respect to
the (in)ability to step through distinguishable behaviour while diverging.

In this contribution, we navigate through the probabilistic bisimulation spectrum with
silent moves. Simply speaking, probabilities enter the classical spectrum by making the
effect of moves probabilistic. Instead of representing moves from state to state, transitions
represent moves from states to probability distributions over states, yielding the model world
of Markov decision processes (MDP), or better, probabilistic automata [20]. The classical
setting then becomes a special case, obtained if only allowing distributions with a singleton
support set (termed “Dirac” distributions.)

Silent moves are easy to capture in the classical setting (basically as the transitive closure of
internal transitions), while this gets technically more involved in the MDP setting [8,10,20].
We work with combined and infinitary silent moves, even though we slighty depart from the
traditional approaches for the sake of elegance. We review the meaningful generalisations
of the known divergence and bisimulation concepts, encompassing operational and modal
logic characterisations of a total of 32 bisimulation relations. In doing so, we attempt to
work in the style of Rob van Glabbeek wrt. providing crisp, precise, and modular definitions.
Grosso modo, we find that the classical spectrum extends smoothly with some refinements
being needed to properly incorporate probabilistic divergence, all the while the necessary
proofs partially become very intricate. Furthermore, we need to restrict to finite-state models
for some of the more advanced notions of explicit divergence, namely almost-sure explicit
divergence, and explicit divergence with positive probability.

Related work Apart from the seminal papers by Rob van Glabbeek [23,24] introducing the
basic considerations on which our work rests, there are several subsequent works that have
developed aspects of the non-probabilistic bisimulation spectrum with silent moves. Explicit
divergence in branching bisimulation has been carefully studied together with modal logic
characterisations [25], and the notion of explicit divergence has been further refined lately
[16]. In the probabilistic setting, modal logics for strong bisimulation and simulation relations
have been the topic of [14] and were discussed for strong relations in continuous spaces [5]
as well as on distributions [13].

Probabilistic bisimulation relations that abstract from internal computations have been
studied from a logical perspective, too, albeit generally without any specific consideration of
divergence phenomena—contrary to the non-probabilistic setting. Concretely, the temporal
logics PCTL and PCTL* have been studied in [9] for labeled concurrent Markov chains (i.e., a
subclass of probabilistic automata where the silent moves are purely probabilistic), and have
been matched by incrementally defined notions of strong bisimulations in the state-based
(rather than action-labeled) setting [21]. Matching notions of bisimulations for the equiva-
lences induced by the next-free fragments of PCTL and PCTL* have been provided in [21]
in the style of (state-based) branching bisimulations that depart from standard bisimulation
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notions by imposing global conditions on the probabilities of stutter-invariant sets of paths so
that divergence insensitivity is a built-in feature. Apart from this, distribution-based bisimu-
lations with silent moves have gained popularity [8,10] and subsequently been studied from
a logical perspective [15]. The axiomatic perspective on weak bisimulation in the presence of
recursion has recently been developed by Fischer and van Glabbeek [11]. So, all in all, there
are some few isolated spots in the probabilistic bisimulation spectrum with silent moves that
have been shed light on, but a deep and profound discussion of the entire spectrum has so far
not been developed. This is what the present paper provides.

Outline We start off in Sect. 2 by defining the essential concepts and notations, most notably
our notion of compound transitions. Section 3 then introduces the operational definitions of
the bisimulations and divergence notions that span the spectrum. Basic properties of these
relations are established in Sect. 4 and in Sect. 5. The latter focusses on the properties of the
divergence-sensitive bisimulations and divergence probabilities. It is here where we need to
restrict to finite-state behaviours. Section 6 introduces a spectrum of modal logics, which
in Sect. 7 is shown to match the operational definitions introduced before, in a (pairwise)
sound and complete manner. Section 8 summarises our findings by presenting the entire
probabilistic bisimulation spectrum with silent moves. We conclude the paper in Sect. 9 with
a brief summary and discussion.

2 Preliminaries

Basic definitions Given a set S, its powerset is 25. A (discrete) probability distribution over

S is a function p € § — [0, 1] such that its support supp(u) def {s € S| uls) > 0}
is countable and Zsesupp(m u(s) = 1. If supp(n) is a singleton, then we call p a Dirac
distribution, and if a Dirac distribution has support {s} we often denote the distribution as ;.
Dist(S) is the set of all probability distributions over S. If u € Dist(S) and 7 C S then we
often write u(T) for Y, . n(1).

Let Ry and R, be binary relations on S. Then, R; is called coarser than R, iff Ry C R;j.
and R is called strictly coarser than R; iff Ry C R;. The notions “finer” and “strictly finer”
have analogous meanings.

If R is an equivalence relation on S then we write S/R for the quotient space, i.e., the set
of R-equivalence classes. The lifting R to an equivalence =g on Dist(S) defined by:

w=gv iff u(C)=v(C) forallC € S§/R

Itis easy to see that = is indeed an equivalence. We often shall use the fact thatif u € Dist(S)
and s € S then:

=g & iff supp(u) C [s]r

Another property of =g that shall be used at multiple places is the following observation. If
(mi)ier is a countable family of distributions with u; =g v and p; €]0, 1[ for i € I such

that ) ., pi = Lthen >, ; pi - i =g v.

Markov decision processes We consider a finite action set Act containing the distinguished
internal action . All other elements of Act are visible (or observable). We restrict to finite
Markov decision processes (MDPs), defined as follows.
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Definition 1 An MDP M is a tuple (S, Act, —) with finite state space S, finite action set
Act and finite transition relation

— C § x Act x Dist(S).

In what follows, we introduce the notations that are relevant for the other sections. Further
details about MDPs can be found, e.g., in [1,19].
A state s of an MDP M is called terminal if there is no outgoing transition of s, i.e.,

{(a, ) € Act x Dist(S) : s N u} = @. Paths in an MDP are (finite or infinite) sequences

T = 5000 JhO ST O - .. Cn_] fhn—18n € (S x Act x Dist(S))*S or
T = S0 o ST O 1 S200 2 ... € (S x Act x Dist(S))®

such that, for each positioni € {0,...,n—1} resp. i € N, M’s transition relation contains

S; BN wi and s;4+1 € supp(i;). A path is said to be maximal if it is either infinite or finite and
ends in a terminal state. We write FinPaths, InfPaths, MaxPaths for the sets of finite, infinite
resp. maximal paths in M. At various places in the paper, the names of the distributions in
paths are irrelevant. In these cases, we will write paths as alternating sequences of states and
actions.

A partial (randomized) scheduler for M is a function

o : FinPaths — Dist(— U{stop})

such that for each finite path w = sg «g . ..®,—1 s, and each transition s =z W in the support
of o () we have s = s, In particular, if 7 is maximal (if 7z’s last state s, is terminal), then
o schedules for 7 the element stop with probability 1, i.e., o (;r) = 850p. A partial scheduler
o is called total, or briefly a scheduler, if

o () (stop) > 0iff 7 is maximal

A path 7 is called a o -path if 7 can be generated by following o’s decisions. For example, if

T = §o o Lo ST X1 [] - ..1s an infinite path then 7 is a o -path if for each positioni € N, o’s

decision for the prefix so ag ito - .. i—1 ti—1 s is a distribution ® where © (s; N wi) > 0.
A partial scheduler o is said to be

— memoryless if for all finite paths 71, 5 thatend in the same state we have: o (r1) = o (72).
In this case, o can be represented by a function assigning a distribution over transitions
to every non-terminal state in M and assigning sfop to every terminal state.

— deterministic if for each path 7, the distribution o (;) is a Dirac distribution, in which
case o can be viewed as a partial function from finite paths to transitions.

Given a state s of M and a (total) scheduler o, then the behavior of M under o can be
formalized by an infinite-state tree-like Markov chain CJ where the states are the finite
o-paths starting in state s and with the following transition probability function Pc. Let
T = So0Q MO ---0pn—] Un—1S, be a o-path from s = so. If 5, is terminal then so is &
as a state of CJ. Otherwise o (ir) is a distribution over M’s transitions from state t = s,,.

So, there are transitions ¢ i) v; in M and real numbers py, ..., pr € 10, 1] such that

p1+ -+ px = 1 and o schedules ¢ LN v; for the input path 7 with probability p;. Then,
the transition probabilities Pc(...) in C = C{ from 7 viewed as a state of C are defined as
follows:

Pe(m, 7w Bi viu) = p; - vi(u)
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for the states u € supp(v;) and Pe(rr, ') = 0 for all other paths 7. So, the successors of 7
in C¢ are the o-paths 77’ that extend 7 by a single step that conforms to o’s decisions. Using
standard measure-theoretic concepts, a probability measure Pr{ (...) for measurable sets of
maximal paths starting in s is obtained by transfering the standard probability measure of the
Markov chain C{ to (measurable) sets of maximal o -paths in M.

Compound transitions The roots of the MDP model within concurrency theory are proba-
bilistic automata [20], coined by Roberto Segala. One of their basic concepts [8,10,20] is that
of combined transitions which are obtained as convex combinations of MDP transitions ema-
nating a state. We take the liberty to slightly deviate from the traditional approach, for the sake
of easiness of concepts and succinctness of proofs. We instead define compound transitions
(denoted — ), which for visible actions are convex combinations of ordinary transitions,
while compound t-transition admit non-zero probability for not taking a transition. Formally,
fors € S, u € Dist(S) and a € Act\{t},

-5 i>c wu if there exist transitions s N wi for i = 1,...,k, and real numbers
Pls-., pr €10, 1]suchthat Y5 pi = Tandu= Y%, pi- i
T . . .. T .
— § — p if there exist transitions s — u; for i = 1,...,k, and real numbers
Pls-..» pr €10, 11and po € [0, 1]suchthat Y5 pi = Tand u = po-85+Y5_, pi-pui.

We call pg the “skip” probability.

So, the relation i>c is defined just as i>C, except that in addition to r-transitions it admits
to “skip” performing any t-transition with some probability.

With this special treatment of compound t-transitions, a Dirac skip transition s S 8
is included for each state s. Furthermore, if pp < 1 then the compound transition s ;C
Po -8 + Zle pi - 1 can be written as the convex combination of the Dirac skip transition

K i>c 85 (with weight pg) and the skip-free compound transition s LN Zf: 1 Pi/(1=po) i
(with weight 1—po).

Weak internal transitions Weak transitions are a very easy-to-define concept in the non-
probabilistic setting—weak t-transitions simply arise as the reflexive and transitive closure
of ordinary t-transitions. In this respect, it is remarkable that the lifting of this concept to
MDPs gets rather intricate. In the literature, there are (at least) three different approaches
to define weak t-transitions [8,10,20] (which in their effect are known to coincide grosso
modo [4]). Intuitively, a weak t-transition is obtained by scheduling sequences of ordinary
T-transitions in a way that almost surely terminates. We follow this idea using yet another
notation, in which the relation =, € S x Dist(S) comprising weak compound 7-transitions
is generated from possibly infinite trees of compound t-transitions.

Definition 2 (Weak transitions and t-trees) A weak (internal compound) transition so =,
@ exists in a given MDP (S, Act, —) iff there is a tree-like Markov chain 7 =
(V, E, vy, Pr, state)—called a t-tree in the sequel—where

— V denotes the set of nodes of 7,

— E C V x V is the edge relation,

— g is the root of 7,

— P7 : E — [0, 1] is the transition probability function, and

— state : 'V — S is a total function labelling tree nodes with MDP states, such that
state(vg) = 5.

such that the following conditions (1) and (2) hold:

@ Springer



C.Baieretal.

(1) the branching structure of each inner node v of 7 represents a compound t-transition
in the MDP M in the sense that there exist distributions vg, vy, ..., v € Dist(S) and
real numbers p1, ..., pr €10, 1] and pg € [0, 1[ such that Zf:o Pi = 1, v0 = Sstate(v)s

state(v) N vifori =1,...,k,and

(1.1) Childs(v) (defined for each inner node v € V asthe set {w € V : (v, w) € E}) can
be partitioned into pairwise disjoint sets Vp, Vi, ..., Vi where Vo = @ if pg = 0;
(1.2) foreachi € {0,1,...,k}:
— supp(v;) = {state(w) : w € V;},
— state(w) # state(w’) for all nodes w, w’ € V; with w # w’,
— Pr (v, w) = p; - vj(state(w)) for each node w € V;;

(2) p(s)equals the probability to reach the set Leaves(s) from the rootin 7, where Leaves(s)
denotes the set of leaves v in 7 with state(v) = s.

Notably, in condition (1), state(v) i>C po-vo+ p1-vi+ -+ pr- v is a compound
T-transition with skip probability pg, corresponding to a randomized scheduling decision
opting with probability p; for transition state(v) N v;—except for pg which is the stopping
probability in state(v). As w is a distribution on S, condition (2) implies that 7 almost surely
reaches a leaf. So, 7 might have infinite paths, but they occur with probability O.

For the special case where 7 consists just of its root, we get s = ; for all states s € S.

We say 7T is compressed if in condition (1)

— the distributions vy, ..., v are pairwise distinct,
— po < 1,and
— po > 0 implies that the unique child w of v with Vy = {w} is a leaf of 7.

Itis easy to see that each weak transition has a compressed t-tree. Moreover, each compressed
T-tree corresponds to a partial scheduler that schedules only t-transitions with positive prob-
ability and where scheduling sfop with probability < 1 corresponds to the skip option in
compressed T-trees.

Example 1 (Weak transitions and the need for skipping) Let M be an MDP with states
to, S0, S1, 52, u and action set Act = {a, b, ¢, T} such that:

1o N Sy N N Su
fo = 85 11 — 0 where 6(s;) = 0(s2) = 1/2
Si —> 8, si — 8, fori =0,1,2
b
u— g,.

Figure 1 depicts the MDP M. Now let M(s;] denote the sub-MDP containing the states
reachable from s;. Then, M[sg], M[s1] and M (s, ] are isomorphic and hence, any reasonable
notion of bisimilarity should identify sq, s1, s2. But then also #y and #; should be probabilis-
tically bisimilar. Indeed, we should expect that the two ¢-states form an equivalence class,
the three s-states an equivalence class and the u-state a singleton equivalence class.

State #; has a weak transition t; =, u where u(s;) = 1/2 and pu(u) = 1/2. The
corresponding t-tree 77 has four nodes: the root #; and sy, s2, # with the obvious state labels
and Pz, (t1,s1) = P7;(t1,52) = 1/2 and P7,(s2,u) = 1. Nodes s; and u are leaves. The
branching structure in the inner nodes #; and s, corresponds to the T-transitions % 9 and

T
sy —> Oy.

@ Springer



On the probabilistic bisimulation spectrum with silent moves

52

Fig.1 Weak transition and the need for skipping

To match this weak transition #; =, i, tp needs the skip option in state so. Indeed, we
have 1p =, v where v(sg) = v(u) = 1/2. The corresponding t-tree 7y has four nodes:
v, V1, V2, v3 Where vy is the the root representing state 7y, its unique child v; with state label
50, which again has two children v, and v3 with state labels state(v2) = so and state(v3) = u.
Nodes v, and v3 are leaves. The transition probabilities are Pz, (vo, vi) = 1 (obtained by
the t-transition from fy) and Pz, (vi, v2) = Pg;(vi, v3) = 1/2 obtained by the compound
T-transition

from state so = state(vy).

Compound and weak transitions over distributions The extensions of ordinary, compound
and weak transitions to binary relations of distributions over states are defined as follows.
Let i, v € Dist(S) and o € Act.
o
L —>cV
iff for each s € supp(u) there exists a compound «-transition s i>c vs such that:
v() = Y puls)vs(r) forallzes
sesupp(i)
Weak transitions over distributions are defined as follows:
M =cV
iff for each s € supp(u) there exists a weak transition s =, v such that:
v() = Y puls)vs(r) forallzes
sesupp(u)

Obviously, =, as a binary relation over Dist(S) is transitive, i.e., & =, v and v =, 0
implies u = 6.

In the sequel, notations like i = .—>=5, v are shorthand notations stating the existence
of distributions 4/, v’ such that & =>¢ ' — v/ =¢ v.

Countable MDPs Most results presented in this paper make no use of the default assumption
that the underlying MDP is finite, they hold for countable MDPs, too. Countable MDPs are
defined as in Definition 1, except that S, Act and — can be countable (possibly infinite) sets.
Compound transitions in countable MDPs are defined in the same way, the only difference
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being that convex combinations of countably many transitions (and the skip option) are
allowed. This propagates into the notions of t-trees and weak transitions.

3 Operational definitions of bisimulations

The core of the bisimulation fragment of van Glabbeek’s branching-time spectrum with
silent moves [23] is formed by four behavioural relations that characterise in subtly different
manners to what extent far the behaviours of two states in a labelled transition system are to
be considered equal—in the presence of weak transitions. In what follows, we extend these
definitions to the MDP setting [20,22].

Definition 3 (Branching bisimulation) An equivalence relation R is a branching bisimulation
(or b-bisimulation) if for all (s, ) € R, u € Dist(S), and @ € Act:

D) s N w implies the existence of v and v’ such that t =, v i>c V', 8s =g v, and
m =R V.

We write s &, t whenever there is a branching bisimulation R such that (s, 1) € R.
Notably, the reader may expect, as a parallel to the non-probabilistic case, in addition to

condition (b) the alternative condition requiring thatif ¢ = 7, s N w implies that u =g §;.

However, due to the skip option, this condition is already considered as part of (). Indeed,

. . . T . T .

in particular if s — p, it may be the case that t =, §; — §; with §; =g &, and u =g &,

which is equivalent to the expected condition. A similar effect happens for the relations we
define in the following.

Definition 4 (n-bisimulation) An equivalence relation R is an n-bisimulation if for all (s, 1) €
R, v € Dist(S), and o € Act:

M) s = implies the existence of v and v’ such that 1 =, v & =, 8 =g v, and
/
Mm=RV.

We write s ~, t whenever there is an n-bisimulation R such that (s, t) € R.

Definition 5 (Delay bisimulation) An equivalence relation R is a delay bisimulation (or d-
bisimulation) if for all (s, t) € R, u € Dist(S), and « € Act:

d) s N w implies the existence of v € Dist(S) such that ¢ =>ch vand u =g v.

We write s &, t whenever there is a delay bisimulation R such that (s, 1) € R.

Definition 6 (Weak bisimulation) An equivalence relation R is a weak bisimulation (or w-
bisimulation) if for all (s, 1) € R, u € Dist(S), and @ € Act:

w) s N w implies that exists v € Dist(S) such that ¢ =>Ci>c=>c vand u =g v.

We write s &, t whenever there is a weak bisimulation R such that (s, ) € R.

Divergence predicates The other important dimension in van Glabbeek’s branching-time
spectrum with silent moves [23] is spanned by different concepts in how far divergence is
visible to an external observer. To resonate the distinctive aspects in the MDP setting, we
define the state predicates A, s, 0, A, and VR, where R is an equivalence relation, as follows
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s(s) iff s —
0(s) iff s 70[4 for all @ € Act (including 1),
A(s) iff Jo scheduler : Pr{ ((Sx{r})®) =1,
A(s) iff A(s) or O(s),

VR(s) iff 3o scheduler : Pr? (([s]RX{T})“’) =1.

Intuitively, s(s) means to say that “state s is stable”—it will not internally change behaviour
— while O(s) stands for “state s is dead”—it cannot exhibit any behavior. The predicate
A(s) indicates that “state s can diverge” (almost surely), and A(s), quite obviously stands for
“state s can diverge or is dead”. Finally V® (s) [16] indicates that “state s can diverge without
altering behaviour”’—assuming that equivalence relation R is equating behaviours in some
way or another. In this case, we call state s an R-divergent state.

We lift these notions to distributions by defining for & € (VR A,s, 0,1} that £(u) iff

n({s &) = 1.

Behavioural equivalences respecting divergence Each of the above predicates can be com-
bined with each of the relations we have seen before. The template is provided by the following
definition.

Definition 7 We say that an equivalence relation R on S is &-respecting, for & € {A,s, 0, A},
if for all (s, 1) € R:

&(s) implies the existence of v € Dist(S) such that r =, v and £(v).
We say that an equivalence relation R is V-respecting if for all (s, 1) € R:
V& (s) implies that VE(z).

Note that compared to the strong preservation requirement of V-respecting equivalences,
the requirement for &-respecting equivalences for & € {A, s, 0, A} is more relaxed by per-
mitting preservation of £ up to weak transitions. For & € {s, 0, A}, it is indeed possible that
the £-predicate is not directly preserved by a &-respecting equivalence R (in the sense that
(s, 1) € R, &(s) and —&(¢) is possible). However, for the A-predicate, the strong preservation
requirement is equivalent to the preservation of £ up to weak transitions. Formally, if R is an
equivalence on S then:

R is A-respecting iff (s, 7) € R and A(s) implies A(z)

The implication “<=" is obvious. To see why “==" holds, consider a A-respecting equiv-
alence R, two R-equivalent states s, t and suppose A(s). As R is A-respecting, state ¢ has a
weak transition t = v such that A(u) for all states u € supp(v). Let 7 be a corresponding
-tree. Pick schedulers o, for u € supp(v) such that Pro* ((Sx{r})®) = 1. Let now o be
a scheduler which, when started in state ¢, first follows the decisions in the t-tree 7 until
having reached a state u € supp(v), upon which o switches its mode and behaves as o, from
that moment on. Obviously, we then have Pr{ ((Sx{t})”) = 1, and therefore A(¢).
Induced & -respecting x-bisimilarity. Taking into account these last definitions, the relation wi
foreachx € {b,n,d, w}and & € {V, A,s, 0, A, I} is defined as the union of all &-respecting
x-bisimulations. For example, s &, 1 holds if there is an s-respecting 7-bisimulation R such
that (s, 7) € R. In particular %Xg means ~ .
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Fig.2 Sensitivity of the divergence predicates
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z-bisimilar 2-bisimilar z-bisimilar z-bisimilar

Fig. 3 Distinguishing examples for the different divergence notions

To simplify the notations for the induced equivalences on distributions, we will in the
sequel write %f v rather than p =_¢ v.

As expected, each notion of diveréence has a different distinguishing power. Figure 2
orders each notion accordingly. In it, when two notions are connected by a line, the notion
placed above is more distinguishing than the one placed below. Such relation will be estab-
lished in Sect. 8. Here, we only show that the distinguishing power is strict. Indeed, examples
in Fig. 3 (the first three are borrowed from [23]) witness all possible differences. They should
be understood jointly with Fig. 2. Thus, the first example in Fig. 3 provides two MDPs
that are &;-respecting x-bisimilar, but not &-respecting x-bisimilar, with &; € {X, &} and
& € {V, A, s, 0}, and similarly for the other examples.

4 Basic properties of bisimulations

This section establishes some basic insights regarding the various predicates and bisimulation
relations and their combinations. Several of the observations have appeared in one way or
another at various places in the scientific literature, but we collect and prove them here for the
sake of uniformity of presentation. All properties in this section apply to countably infinite
MDPs.

We start with a trivial property regarding the liftings of equivalences on the state space to
equivalences on distributions.

Lemma 1 Let R be an equivalence relation on S and i1, . . ., ki, V1, - . ., Vk € Dist(S) such

that u; =g vi fori = 1,...,k, andlet p1, ..., pr € [0, 1] such that Zle pi = 1. Then,
k k

Dic1 PitMi =R Xj—y Di " Vi- O
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Lemma 2 (Simulating weak transitions by bisimilar states) Let R be a &-respecting x-
bisimulation and s, t € S, u € Dist(S). Then:

s =c nand (s, t) € R impliest =, v and u =g v for some v € Dist(S).

Proof The first part of the proof spells out why it is no restriction to prove Lemma 2 for the
case where all states in supp(xt) and their R-equivalent states are terminal (see assumption
(*) below). This assumption will ease the (rather technical) arguments provided in the second
part.

Part 1. We provide a formal justification for the following assumption (*):
(*) All states in {u € S | Iu’ € supp(u) such that (u, u’) € R} are terminal.
Let AV denote the MDP resulting from M by adding

— pairwise distinct fresh copies u s for each state u € S, and
— transitions u — 8y for all states u € S.

Thus, the state space of N is Sxr = S U {unr : u € S} and state uxs can only be reached
from state s € § via a path fragment inside M from s to state u, followed by the fresh
T-transition from u to us. Moreover, the states u s are terminal in the new MDP N. We
then have s =, uar in N' where par(uar) = u(u) for all u € supp(u) and puar(t) = 0 for
all states + € S of the original MDP. The t-tree for s =, uar in N is obtained by adding
edges (v, var) forall leaves v in 7 with state(vpr) = state(v) and Pr (v, var) = 1. We define
Ry € Snr x Sy as follows:

Ry =RU{(sn,tn) : (5. 1) € R}

It is easy to see that R/ is a £-respecting x-bisimulation. !

Having established that ¢ has a weak transition =, var in N such that un =g N VN
the remaining argument is as follows. By definition of R s and using the =g, -equivalence
of u s and var we obtain:

supp(var) € fun :u € S}

This yields 1 = v in M where v is the distribution on S given by v(u) = v(ux) for
all states u € S. Moreover, u =g Vv as un =g, VA and for each C € S§/R, the set
Cn = {un : u € C}is an Rar-equivalence class. This completes the considerations why
the above assumption (*) is no restriction.

Part 2. 'We now suppose that (*) holds and prove the statement of Lemma 2. Let 7 be the
tree associated with the weak transition s =, w. We may assume that 7 is compressed.
Assumption (*) implies that there is no inner node of 7 such that state(v) € supp(u). (As
the states in the R-equivalence classes of some state in supp(u) are terminal, this yields that
all nodes in 7 that are labelled with a state that is R-equivalent to some state in supp(u) need
to be leaves. In particular, none of these nodes are expanded in 7 with the skip option for
compound t-transitions.)

I When dealing with & € {s, 0, A} then u %i uy in N is possible, although u; and u» may not be %i—

bisimilar in M. This, however, is irrelevant for our purposes as we deal here only with the relation R/
which enjoys the property thatif u1, uy € S then (uy, uz) € Riff (uy, up) € Rpr. Furthermore, with R also
R\ is &-respecting as all fresh states are terminal. Therefore, if & € {s, 0, 1} then the &-predicate in AV is
En = {ups:u € S}, while for & € {A, V} the &-predicates in A and M agree in the sense that Axr = A pq

. RNy _ R
andVN —VM.

@ Springer



C.Baieretal.

If v is a node in 7 then we write depth(v) for the length (number of transitions) in the
unique path from the root v of 7 to v. Let 7, denote the n-th truncation of 7 that results
from 7 by removing all nodes v with depth(v) > n. Thus, the depth of all nodes in 7, is at
most n. If u,, € Dist(S) is the distribution induced by (the leaves of) 7, then

s =¢ iy and p = nlirrgoﬂn

where the limit of the distribution w,, is taken pointwise. Assumption (*) yields that po(u) <
m1(w) < puo(u) < ...and pu(u) = Sup, >0 Un (u) for all states u € S that are R-equivalent
to some state in supp(u).2

By induction on n we obtain the existence of weak transitions t =, v, with i, =g v, and
we can assure that the associated tree 7, is compressed and satisfies the following conditions.

— 7, is a subtree of 7,/ |. More precisely, 7,/ | extends 7, by replacing some leaves in
7, with trees for “proper” weak transitions. (Here, “proper” means that at least one
t-transition of M is involved. So, these leaves in 7, are inner nodes of 7,/ ;.)

— Each leaf v of 7,] where state(v) is R-equivalent to some state in supp(u) is a leaf in
7, too.

— For each R-equivalence class C € S/R where C N supp(u) is nonempty, we have that
1n(C) = v, (C) is the probability to reach a leaf v in 7, where state(v) € C.

In this, we use the fact that the states represented by inner nodes of 7~ do not belong to the
R-equivalence classes of states contained in supp(t).

This yields that for each state u € S where u is R-equivalent to some state in supp(u) the
sequence (v, (#)),>0 is monotonically increasing. Let v : § — [0, 1] defined by:

— v(u) = sup,>q va(u) forall u € S with (u, u’) € R for some u’ € supp(n),
— v(u) = 0 for all other states u € S.

Let us first show that v is a distribution that is =g-equivalent to w. Obviously, we then
have v(u) = lim,_, v, (u) for the states u € S that are R-equivalent to some state in
supp(w). Since p, =g v, and p is the limit of the u,’s, we obtain u,(C) = v,(C) and
therefore 14(C) = v(C) for each R-equivalence class C € S/R. But then } g,z v(C) =
ZCES/R 1(C) = 1, too. This yields v € Dist(S) and u =g v.

The remaining task is to prove =, v. Let 7’ denote the tree that results as the limit of the
trees 7,,. If v is a leaf of 77 then there is some n € N such that v is a leaf in the trees 7, for all
m > n, and the probability to reach v in 7' from its root equals the probability to reach v in
’]:,’1 from the root for each m > n. Vice versa, each leaf v of ’];l/ where state(v) is R-equivalent
to some state in supp(u) is a leaf of 7”. (This is because these states are terminal in M by
assumption (*) and because 7" is compressed.) Hence, for each state u € S, v(u) equals the
probability to reach a leaf v with state(v) = u in 7' from its root. But then the probability to

reach aleafin 7" is ), g v(u) = 1. Hence, 7’ induces a weak transition 1 = v. |

Corollary 1 (Simulating weak transitions by bisimilar distributions) Let R be as in Lemma 2
and let p, 0, u € Dist(S). Then:

there exists v € Dist(S) with

p=grbOandp =.pn implies {9=>cvand/LERv

2 Note, however, that supp(, ) contains states u € S that do not have R-equivalent states in supp(u), unless
T, = 7. These are exactly the states that occur as labels of some inner node v of 7" with deprh(v) = n. For
these states u, we have limy,, — oo (s (1) = 0, but no monotonicity property can be guaranteed for the sequence
(ln (W))n>0-
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Proof Distribution u has the form
n= Z p(s) - s
s€supp(p)

where s =, u; for all states s in the support of p. Let E € S/R and s € E N supp(p). By
Lemma 2, each state u € E has a weak transition u = @, s wWith p, s =p ps. Let

_ p(s)
v, = Z o(E) * Mu,s

seENsupp(p)

For each C € S/R we have p, s(C) = s (C). Hence, for each state u € E:

p(s) p(s)
u(C) = y,s(C) = s (C
v, (C) EHZ ) s (©) 'Z 5 s ©
s€ENsupp(p) s€ENsupp(p)

Therefore, v, (C) = v,/ (C) for all states u, u’ € E. Moreover:
v(C)-p(Ey= > ps)- ps(C)
se ENsupp(p)
As p =g 6 we have:
> o) = p(E) =0(E) =) 6(w)
uek uekE
As the values v, (C) only depend on C, but not on u (see above), we obtain:
Yoo v(C)= Y pls) - u(C)
uek se ENsupp(p)
Consider now the distribution v defined as follows:
v=" > 0w -,
uesupp(6)
We then have & =, v. Let C € S/R. Then:
O = D pe) - u(©)

sesupp(p)

=2 > ) um©)

EeS/R seENsupp(p)

= > D 0w -0

EeS/R ueE

= Y 0@ w(C)=v(C)
uesupp(6)
This yields u =g v. O
In Sect. 2, x-bisimulations have been introduced as binary relations of states. The con-

straints of an x-bisimulation R can now be lifted for the induced relation =g on distributions
as stated in the following lemma:
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Lemma 3 (Bisimulation conditions for distributions) Let R be an x-bisimulation where
x € {b,n,d, w}. Then, for all distributions p, 6, u € Dist(S) and all actions a € Act such

that p i>C wand p =g 0:

Ifx="5b then 30',veDist(S) s.0.0 =0 . v, p=g 6 and p =g v.
Ifx =1 then 30',v € Dist(S) s.1. 0 =5 0’ ~>.=>c v, p =g 0" and p =g v.
Ifx =d then Jv € Dist(S) s.t. 6 :Ci)c vand |t =g v.

If x =w then 3Fv e Dist(S) s.t. 0 =>Ci>C=>C vand u =g v.

Proof We provide the proof for x = b. The argument for x € {1, d, w} is analogous and
omitted here.
We suppose p 2> . Hence, for each state s € supp(p) there exist compound transitions

K i>c /s such that

=" ps)- s
sesupp(p)

Being a compound transition of s indicates the existence of finite index sets /; and (non-

compound) transitions s N ws.i fori € I and real numbers ¢ ; in the interval [0, 1] such
that ) ., gs; = 1and

s =Y s s

iels

In case « = 1, the compound «-transition of s might use the skip option, i.e., there might
be an index i € I; such that s ; = 6. Let us now fix a state s € supp(p). For each triple

(t,s,i)wheres € supp(p),t € [s]g andi € I there exist distributions 9[ s.i» Vr.s,i such that

/
t,8,0

/ —

o
t =0 —>¢ V5,i and 9,’” =g 6y and V;5; =R Us,i

Note that if « = 7 and u, ; = 5 then we may deal with et/,s,i = ;. Let now

/ /
O = § qs.i - 05, and vy = § qs,i " Vi,s,i

ielg ielg

Then, t =, Q;J LC v;.s and 9,’“? =g 8 and vy =g Us.
Letnow E € S/R. If supp(p) N E is nonempty then for each t € E we define:

p(s) p(s)
0= Y p(E)ﬂ;,s and v = Y TR
sesupp(p)NE sesupp(p)NE

Furthermore, let

_ p(s)
ME = Z o(E) * MUs

sesupp(p)NE

Foreach ¢ € E we have: 1 = 6, in. v; and 9,"3 =g §; and v, =g UE.
Let € denote the set of R-equivalence classes E € S/R such that supp(p) N E is nonempty.
Then

w= p(E)-ue

Ee¢
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We define:

) 6(1) 40
Op =Y -0 and vg=) — .y
teE 0(E) t€E 0(E)

We then have 0, =g 8 and v =g . Finally, we put

0= p(E)-0p and V' =Y p(E)-vg

Ee¢ Ec¢

We then have § =, 6’ —>, vand @ =g p and j =g v. )

Stutter lemma and its consequences

The following considerations on “stutter steps” (i.e., invisible transitions within the same
bisimulation equivalence class) will be useful for reasoning about branching and 5-
bisimulations as well as for V-divergence in the context of x-bisimulations for any x €
{b,n, w,d}.

In the non-probabilistic setting, it is well-known that all states that belong to a cycle built
by t-transitions are x-bisimilar (for any x € {b, n, w, d}). Even stronger, whenever in a
(non-probabilistic) labelled transition system R is an x-bisimulation and state s has a weak
transition to some state ¢ (i.e., a path from s to ¢ built by 7-transitions) where ¢ belongs to
the R-equivalence class of s then all intermediate states in that weak transition from s to
t are x-bisimilar to s, and so are the states that belong to the R-equivalence classes of the
intermediate states. The following considerations serve to establish a corresponding result
in the probabilistic setting by stating that, if R is an x-bisimulation, then all states that are
R-equivalent to some state in the t-tree 7 of some weak transition s =, © where =g §;
are x-bisimilar to s. (This will be a consequence of Lemma 6 stated below.)

To establish that result, we will first introduce the so-called stutter extension <\g of an
x-bisimulation R, which extends R by the pairs (s, t) where ¢ is R-equivalent to some state
in the t-tree for some weak transition s =, u where u =g &;. The state-pairs (s, t) in
<lp satisfy a cycle condition in the sense that there exists a scheduler that reaches the R-
equivalence class of s from ¢ via t-transitions with probability 1, and vice versa. This will
be shown in Lemma 4, which again will be used to show that <I¢ is itself an x-bisimulation,
and that it is &-respecting if so is R (see Lemma 6 below, which will be referred to as the
stutter lemma.) The stutter lemma will be a useful technical vehicle in the proofs of various
statements regarding V-divergence. Among others, the stutter lemma permits the assumption
that a given &-respecting x-bisimulation R is stutter-closed in the sense that all states that
belong to the z-tree of a weak transition s =, u where 4 =g §; are R-equivalent to
s. Such weak transitions consist of transitions inside the same R-equivalence class, which
corresponds to the classical notion of stuttering [12].

Stutter extensions Let R be an x-bisimulation for some x € {b, 1, d, w}. The stutter extension
of R, denoted <Ig, is a binary relation on the state space S of the given MDP M defined as
follows. Given states s, r € S then it holds:

s <pt

if and only if there exists a weak transition s =>. u with associated t-tree 7 such that the
following conditions (i) and (ii) are satisfied:

(i) w=r 5
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(ii) There is a node v in 7 such that state(v) € [t]r.

The following lemma shows that s </ ¢ implies that s has a weak transition to a distribution
consisting of states in [¢]g, and vice versa.

Lemma 4 (Basic properties of stutter extensions) With the notations as above, if s <g t then:

(a) There exists (s, € Dist(S) witht = s, and (s =R Os.
(b) There exists vy ; € Dist(S) with s = vs; and vs; =g 6;.

Proof Lets =, u where u =g 8 and let 7 be a corresponding t-tree and v a node of 7°
with state(v) € [t]g.

For the proof of statement (a), we consider the sub-tree 7 [v] of 7 with root v. Then, 7 [v]
is a t-tree inducing a weak transition state(v) =, ps where py =g ;. As state(v) and t
are R-equivalent, Lemma 2 yields the existence of a distribution wu, , with t = s, and
st =R 5.

We now turn to the proof of statement (b). Let T = [¢]z. We may assume that s ¢ T
(otherwise the claim is obvious). By considering the sub-tree 7" of 7 resulting from 7 by
turning all inner nodes v” with state(v’) € T into a leaf (and removing their sub-trees) we
obtain s =, v where supp(v) < supp(i) U T and v(T) > 0 and such that no inner node
of 7' belongs to T. Let o be a (randomized) scheduler inducing s =, v and an analogous
weak transition s’ =s. V' with v =g Vv’ from all other states s’ € [s]g. In particular,
p E0(T) =V/(T) > 0and v([s]g) = vV'([s]z) = 1-p.

We now define a new scheduler o*. Starting in state s, c* behaves as o until having
generated a complete path in the tree associated with s = v, in which case the current state
s’ either belongs to 7' (which happens with probability p) or to [s]g (which happens with
probability 1— p). In the latter case, i.e., if s’ € [s]g, scheduler o* repeats the procedure and
mimicks o from s” until having generated a complete path in the tree associated with s’ =, v/,
in which case the current state s” either belongs to T' (which happens with probability p) or
to [s]g. And so on. Then, the probability under o* to reach T from s via t-transitions is

Y p-p) =1
i=0

This yields the existence of a weak transition s = vs; where v, ((T) = 1, 1.e., vs; =p 6;.
O

We now use Lemma 4 to show the symmetry and transitivity of <lg. (Recall that we use
the notion “coarser” in the sense of “strictly coarser or equal”.)

Lemma5 (Equivalence/refinement property of stutter extensions) If R is an x-bisimulation
then <g is an equivalence relation and coarser than R.

Proof The reflexivity of <ig is obvious.

The symmetry of <l is a consequence of Lemma 4 and Corollary 1. Let us see why.
Suppose s <Ig t. Let g ; and vg; be as in statements (a) and (b) of Lemma 4. Corollary 1
yields the existence of a distribution V;,t such that pg ; = val',t and Vé,r =R V5.t =R &.

Hence, t = s =« vg,t. This yields a t-tree for t = vg, , that contains at least one
node v where state(v) that is R-equivalent to s. Hence, ¢ <l s.

For the transitivity of <ig we suppose s <|g t and ¢ <|g u. Lemma 4 and Corollary 1 imply
the existence of distributions p}, p;, p;, p,, with

S =¢ ,0,/ = ,0; = ,Ot// = p;

@ Springer



On the probabilistic bisimulation spectrum with silent moves

and ,O; =R 53, p; =R 814 and /Ot” =R pt/ =R 5,.
Using the notations of Lemma 4:

- pt/ = Vs,t-

— Distribution pj, is then obtained by Corollary 1 applied to the =g-equivalent distributions
8; and p; = vy, and the weak transition §; = vy .

— Distribution p;” is obtained by Corollary 1 applied to the =g-equivalent distributions 8,
and v; ,, and the weak transition §, = s y.

— Finally, distribution p; is obtained by Corollary 1 applied to the =g-equivalent distribu-
tions §; and p,” and the weak transition §; = [s,;.

Hence, s = p; and there is a corresponding 7-tree that contains at least one node whose
state belongs to [u]r. This yields s <l u.

Finally, we prove that <lg is coarser than R. This is a direct consequence of the fact that
a tree consisting of a root labeled with state s is a t-tree for s = 8. This yields s </ ¢ for
all states ¢ € [s]g and therefore R C <ig. ]

We are now ready to prove that the stutter extension of &-respecting x-bisimulations are
&-respecting x-bisimulations too.

Lemma 6 (Stutter lemma) Let x € {b,n,d, w} and & € {V,A,s,0,A,D}. If R is a &-
respecting x-bisimulation then so is <\g. In particular, s <\g t implies s ~; t.

Proof We first show the simulation condition. We provide the proof for x = b. The arguments
for x € {n, d, w} are analogous and omitted here.

Suppose s <Ir t and s N . Part (a) of Lemma 4 yields the existence of a distribution pg
with pg =r §; and t =, ps. Hence, supp(ps)  [s]g. But then for each state u € supp(ps)
there are distributions v, v, such that u =, v, . v/, and v, =g & and v, =g pu. With

V= Z ps(u) - v, and V' = Z ps(u) - V:;

uesupp(ps) uesupp(ps)

We getf =>¢ py =>c v —>¢ V' and v = 8 and V' = L.

Next we show that < is &-respecting. We start with the explicit divergence predicate
£ = V. Suppose s <Ig t where s is </g-diverging (i.e., VI (s) holds). The task is to prove
that ¢ is <lg-diverging. Let C denote the <Ig-equivalence class of s (and 7). Pick a scheduler
o such that all o-paths from some state in [s]g consist of t-steps inside C. (Note that such a
scheduler exists as R is V-respecting and therefore V¥ (s”) for all states s’ € C.) Furthermore,
we pick a t-tree 7 for a weak transition s =, © where © =g 85 such that 7 contains a node
v with state(v) € [t]r. As in the proof of part (a) of Lemma 4, we regard the subtree 7 [v]
of 7" with root v. It yields a weak distribution p; = s ; with p; =g §s. Consider now the
following scheduler o/, which when started in state ¢, first follows the decisions in 7 [v]. As
soon as a leaf of 7[v] has been reached then o’ behaves as o. As the states of all nodes in
7 [v] belong to C, all o’-paths from ¢ are infinite T-paths consisting of C-states. This yields
that ¢ is VIR -diverging.

Let us now consider £ € {A,s, 0, A} and suppose that £(s) and s </ t. The task is to
show that ¢ has a weak transition t =, v such that £(u) for all states u € supp(v) (see
Definition 7).

— We first discuss the cases £ € {s, 0}. But then £(s) implies that s has no outgoing t-
transition. Thus, s <ig ¢ implies ¢ € [s]g. As R is £-respecting, there is a weak transition
t =, v such that & (u) for all states u € supp(v).
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— Suppose now that § = A. As s <g t, we can rely on part (a) of Lemma 4 to obtain a weak
transition t =, v with v =g §,. The latter yields supp(v) C [s]g. As R is A-respecting
and A(s), we have A(u) for all states u € [s]g (see the explanations after Definition 7).
In particular, we have A(u) for all states u € supp(v).

— As the A-predicate is defined as the union of the A- and the O-predicates, the case & = X
follows with the same arguments as in the above two items.

[m}

Relation R is said to be stutter-closed if R = <lg. A direct consequence of the stutter
lemma is:

Corollary 2 (Existence of stutter-closed bisimulations) Each &-respecting x-bisimulation is
contained in some stutter-closed & -respecting x-bisimulation R.

Proof This follows from the stutter lemma and the idempotence of the < construction if
viewed as an operator on relations, i.e., <q, = <g. O

A consequence of Corollary 2 is that %i is the union of all stutter-closed &-respecting
x-bisimulations.

Corollary 3 Let x € {b, n, w,d} and let R be a stutter-closed x-bisimulation Then, for all
states s,t € S:

there exist u, v € Dist(S)s.z.
(s,t) e R iff {1. s=.Vv and v =R
2. t = and p =g

Proof The implication “=" holds for any equivalence relation R as we may deal with
v =24 and u = 6.

For the implication “<=", let v and p be as in 1. and 2. Then, v =g §; implies that all
states in supp(v) are R-equivalent to ¢. Hence, each state u € supp(v) has a weak transition
u =>. [y such that u =g w, (Lemma 2). As i =g &, this yields that the distributions p,
are =g-equivalent to &;. This induces the existence of a distribution ' with

s =cv = u and u =g &

Asv =g §; this implies the existence of a T-tree for the weak transition s = p’ that contains
a node labeled by a state that is R-equivalent to 7. Hence, s <lg ¢. As R is stutter-closed we
have R = <Ig. This implies (s, t) € R. O

Stutter transitions and stutter steps Let R be an equivalence relation on S. Transitions s N n
where u =g J; are called R-stutter transitions. Note that u =g 8, implies that supp(u) is
contained in the R-equivalence class of state s. In what follows, we shall write s =>f 0
if § =, p in the sub-MDP My of M consisting of R-stutter transitions. Formally, if
M = (S, Act, — ) then Mp = (S, {t}, —> r) where s —t>R wift s = © in M and
supp(p) € [s]r. We refer to s :>f /L as a R-stutter step.

As a consequence of the stutter lemma (Lemma 6) we obtain:

Corollary 4 Let x € {b,n,d,w}, &€ € {V,A,s,0,, &} and let R be a stutter-closed &-
respecting x-bisimulation, s a state and  a distribution on states such that s = ( in the
MDP M and §g =g . Then, s ﬁf .
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Corollary 4 yields alternative characterisations of branching and n-bisimulation. Namely:

Corollary 5 (Alternative characterisation of b-and n-bisimulations) Let R be an equivalence
relation on S. Then:

— R is a b-bisimulation iff for each (s,t) € R and each transition s N L there exist
v,V € Dist(S) such thatt =R v oV withv =g .

— R is an n-bisimulation iff for each (s,t) € R and each transition s N I there exist
v,V € Dist(S) such that t =R v L o=V withy =g .

Coarsest bisimulation property

Following the classical coinduction principle, we introduced the relation %i as the union of all

&-respecting x-bisimulations. As such, %i is obvioulsly coarser than each of the & -respecting

x-bisimulations. It is, however, not immediate that %i is again an equivalence relation and
that it itself satisfies the conditions of being a &-respecting x-bisimulation. In particular, the
transitivity of ki is not obvious in the probabilistic setting. For the sake of completeness, we
present below a full proof for branching bisimilarity with different divergence predicates &
(the relations %l’i) and stress that analogous proof techniques are applicable for the relations

zi where x € {w, 1, d}. Indeed, proofs of analogous statements for different (bi)simulation
relations in MDP or other probabilistic models appeared in the literature, including Segala’s
work [20] who—among others—presented a detailed proof for the transitivity of forward
simulations in MDPs or the seminal work on bisimulations for Markov processes on Polish
spaces by Blute et al. [3] that uses advanced techniques of continuous mathematics to establish
the transitivity of bisimilarity.

Lemma 7 (Coarsest bisimulation) Let x € {b, n,d, w}and & € {V, A,s,0, A, &}. Then, %i
is the coarsest &-respecting x-bisimulation.

Proof Clearly, it suffices to prove that %i is a £-respecting x-bisimulation.

Let ~ denote the coarsest equivalence containing %i Obviously, %i is symmetric and
reflexive (as all x-bisimulations are). Thus, = is the transitive closure of %i We now show
that & is a &-respecting x-bisimulation which then yields that ~ is contained in ki As
~ subsumes wi (by definition), we then can conclude that &~ equals %i and that %i is a
&-respecting x-bisimulation.

We start with a simple general observation:

Claim 1. Let R and R’ be equivalences such that R is coarser than R’. Then, =g is coarser
than =R'.

Proof of claim 1. As R is coarser than R’, each R-equivalence class C can be written as
a disjoint union of R’-equivalence classes, say C = | J;c; C; where C; € S/R’ for each
index i € I. (The index set [ is finite in finite MDPs and countable in the general case of
countable MDPs.) But then 6(C) = ), ; 0(C;) foreach 6 € Dist(S). Hence, if 61 and 0, are
distributions with 81 =g/ 6> then 61 (C) = 6,(C) foreach C € S/R, and therefore ) =g 6,.

Claim 2. = is an x-bisimulation.
Proof of claim 2. We consider here only the case x = b. The proof of other cases is analogous

and omitted here. So, let s, ¢ be states in the given MDP M such that s & ¢ and suppose we
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. .. a . .. .
are given a transition s — . As & is the transitive closure of %f: there exist a sequence

of states so, s1, . .., s, and a sequence Ry, ..., R, of &-repsecting b-bisimulations such that
so=3s5,8, =tand (sx—1, ;) € Ry foreachk € {1, ...,n}.
We now show by induction on k € {0, 1, ..., n} that there are distributions v, v,’{ with

Sk =e Vk —c vy, such that vy ==~ & and v, =~ 4.

The basis of induction (k=0) is trivial as we may deal with vp = §; and v(’) = . In the
induction step (k—1 = k where 1 < k < n) we suppose that we are given distributions
ve—1 and vp_, with s;_1 =, vp_1 where v;_| =~ 8y and v} =~ . As (sp_1, k) € R we
can apply Lemma 2 to obtain the existence of a weak transition sy = 6 where v,_1 =g,
0. Applying part (a) of Lemma 3 to the b-bisimulation Rj; and the compound transition

o . . . . .
Vk—1 —>¢ V;_, yields the existence of distributions v, v; such that
o
0 =>¢ Vg —>¢ vy, Vk =g, vk—1 and v =g, [.

o . .
Hence, sy =>¢ vk —>¢ v}, and, using Claim 1, vy =~ v—1 and v, =~ p.

With v = v,, v = v], we obtain t =, v 2, . v/ where v and v/ are distributions that are
=q-equivalent to §; and u, respectively.

Claim 3. = is &-respecting.

Proof of claim 3. Again, we concentrate on the case x = b. Suppose s and ¢ are states
with s =~ ¢ and &(s). There exists states sg, 51, ..., S, and stutter-closed &-respecting x-
bisimulations Ry, ..., R, such that s = 5,5, = ¢t and (sx_1,sx) € Ry fork =1,...,n.
(For this, we use Corollary 2.)

Let us first consider & € {s, A, 0, A} and let X denote the set of states u with &£(u). By
assumption s € X. The task is to show that there is a distribution u with t =, n and
supp(t) € X. For this, we show by induction on k that there is a weak transition sy = g
such that supp(ux) S X. The basis of induction (k = 0) is trivial as we can deal with
o = 8. In the step of induction we suppose that sy_; = ur—1 and supp(ur—1) € X. By
Lemma 2, state s; has a weak transition sy =, 0 with & =g, v¢_1. In particular, all states in
supp(f) are Ry-equivalent to some state in X. As Ry is £-respecting, each state u € supp(0)
has a weak transition u =>. p, such that supp(p,) € X. Let

=) 6w p

uesupp(6)

Then, & =, v and supp(vx) = Uuesupp(p“) supp(p,) € X.
It remains to consider & = V and to show that & is V-respecting. For this, we pick a ~-
diverging state s, i.e., a state s with V™ (s), and show that each state 7 € [s]~ is ~-diverging.

Pick states so, s1, ..., s, and stutter-closed V-respecting x-bisimulations Ry, ..., R, such
that so = s, s, = ¢ and (sg—1, k) € Ry for k = 1, ..., n. (Note that Corollary 2 permits
to suppose the stutter-closedness of Ry, ..., R,.) By induction on k € {0, ..., n} we now

show that sy is ~-diverging. The basis of induction is obvious as s = s¢ is ~-diverging by
assumption. In the step of induction (k—1 = k where 1 < k < n) we suppose that s;—1
is &-diverging and aim to show that sy is &-diverging too. If s;_1 is Ri-diverging then so is
sk and we are done. Suppose now that s;_1 is ~-diverging, but not Ri-diverging. Then, the
scheduler witnessing V™ (s;_1) induces a sequence of distributions g, (1, i42, . . . such that
the following conditions hold:

- Mo = 85k71
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Ry T R, T Ry T
- Mo :>ck_>c 1231 :>ck_>c Mn2 :>ck_>c~--
— foreachi e N:

— if p; =g, Mit1 then p; =g, puj forall j > i
— supp(ii) € [se—1l~
As si—1 and s are Ri-equivalent, there is a sequence of distributions vy, vy, v2, . .. such that:
— Vo =y,
R, T R, T R, T
- Vo :>ck_>c Vi :>ck_>c 2 :>ck_>c ce
— foreachi € N: u; =g, v;

As Ry is finer than =, we get supp(v;) € [sx—1]~ forall i € N. Hence, the sequence (v;);eN
induces a scheduler witnessing V™ (sy). O

For the coarsest &-respecting x-bisimulation R = %E we shall also write s :>)CC’§ i

rather than s zf .

5 Properties of the divergence operators V and A

We now turn our attention specifically to the V- and A-respecting bisimulations and to diver-
gence probabilities. The latter refers to the set of probability values with which divergence
may occur for some scheduler. As far as we are aware, the results we are going to establish
below have not appeared elsewhere before. In contrast to Sect. 4 the results on divergence
probabilities generally rely on the assumption that the MDP at hand is finite-state. We shall
discuss in detail below why this is the case.

5.1 Explicit divergence

Recall that state s is said to be R-divergent if VX(s) holds. We start with the following
characterization of R-divergent states, which holds in any (possibly countably infinite) MDP:

Lemma 8 (Characterization of R-divergence) Let x € {b,n,d, w} and let R be a stutter-
closed (possibly not V-respecting) x-bisimulation and s a state. Then, the following
statements are equivalent:

(a) s is R-divergent.
(b) There exists a subset W of [s]g such that s € W and each state t € W has a transition
RN wr with supp(u:) < W. (In particular, t LN ¢ IS a R-stutter transition with
e =g 85.)
(¢) There exists a scheduler o such that
Pr (T x {th?) =1

where T denotes the set of states t such that t has a weak transition t =, | with
M =R Sm

Proof Obviously, statement (a) implies (b). For this, we pick a scheduler o witnessing the
R-divergence of s and define W to be the set of states that occur on a o -path from s.
Statement (c) is a consequence of statement (b). For this, we can regard any memoryless
scheduler o that schedules the 7-transition ¢ —> u; forallstatest € W. Ass € W C [s]r <
T, all infinite o -paths from s belong to (T x {t})®. Hence, the condition stated in (c) holds.
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It remains to show that statement (c) implies (a). Let o be a scheduler as in (c). By the
definition of T, for each state t € T there is a distribution v; such thatt =, v, and v, =g J;.
Let T, be the set of states that are reached from s via a o -path of length n and let 6, € Dist(7;,)
be the distribution induced by o. That is, 6, () equals the probability to reach ¢ from s in
n steps under scheduler o. Let T, = |J,, T,,. Then, T consists of all states that appear in a
o -path from s. Moreover, T, € T. Then, s = 6, and 6,, = p, where

pu = 0ut) vy

tely

As v; =g 8 we have supp(v;) C [s]g for all # € Ty, and therefore:

supp(,) = _J supp(vr) < [slx

teTy,

Butthen p,, =g §;. This yields s </g f for all states t € T,.. By assumption, R is stutter-closed.
That is, R = <lg. But then T, C [s]g. Thus, o is a witness for the R-divergence of s. O

As a consequence of the equivalence of statements (a) and (b) in Lemma 8 we get (again,
no matter whether the underlying MDP is finite or infinite):

Corollary 6 (MD-schedulers witnessing explicit divergence) Let x € {b, n,d, w} and R an
x-bisimulation. Then, there is a memoryless deterministic scheduler og such that for each
state s:

s is R — divergent iff Pri® ([s]g x {t})”) =1

Proof For each R-divergent state ¢, let W, be a subset of [s]g satisfying the condition of
statement (b) in Lemma 8, and let s N s be a transition such that supp(us) S W;. Let
now o be a memoryless deterministic scheduler that assigns the transition s 5> g to each
R-divergent s, an arbitrary transition s N s to each non-terminal state s that is not R-
divergent and stop to each terminal state. Then, all og-paths starting in an R-divergent state
are infinite and consist of -transitions inside [s]g. This yields the claim. ]

Explicit divergence probabilities We defined the predicate V¥ as the set of R-divergent states
by the existence of a scheduler o where almost all o-paths 7w from s are R-divergent in the
sense that 7 consists of states in [s]g and r-transitions. We now show that V-respecting
bisimulations preserve precise divergence probabilities (see Lemma 11 below).

Let R be an x-bisimulation and s a state. We define DPy (s, R) as the set of R-divergence
probability values of state s:

DPy (s, R) = [Pr‘s’(([s]R X {T})‘”) : o is a scheduler for M}

Thus, DPy (s, R) is a nonempty subset of the real interval [0, 1]. Using standard results on
extremal probability values for w-regular properties in finite-state MDPs (see e.g. [1]), there
are memoryless deterministic schedulers achieving the maximal resp. minimal probability
for ([s]r x {t})® and every state s. That is, in finite MDPs we have:

Lemma 9 (MD-schedulers with extremal V-divergence probabilities) Let x € {b, n, w, d}
and let R be an x-bisimulation in a finite MDP. Then, there exist memoryless deterministic
schedulers o g™ and o g"" such that

max

Pr, X (S x{rhH®) = supDPy(u, R)
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min

Pr,f (S x {th®) = inf DPy(u, R)
for all states u € S. In particular,
sup DPy (s, R) = max DPy (s, R) and inf DPy (s, R) = min DPy (s, R).

Lemma 10 (Divergence probabilities for V-respecting bisimulations) Let x € {b, n, w, d}
and let R be a V-respecting x-bisimulation in a finite MDP and s a state. Then, the following
statements are equivalent:

(a) s is R-divergent (i.e., VR(s)).

(b) supDPy (s, R) =1

(c) supDPy (s, R) >0

(d) There is a scheduler o such that all maximal o -paths from s belong to ([s]g x {t})®.

Proof Theequivalence of (a) and (b) is obvious where for (b) = (a) we use sup DPy (s, R) =
max DPy (s, R) as stated above. The implications (b) = (c) and (d) = (a) are trivial.

We prove the implication (a) = (d) by contraposition. So, we suppose that (d) does not
hold and show that (a) does not hold. Hence, for each scheduler o there is a maximal o -path
T =sou;Sa2s2a3...withsg =sandz ¢ ([s]g x {t})?”. Letn € N be the smallest index
such that s,, ¢ [s]g or o, # 7, and let ¢ be the probability under o for generating the prefix
7' =soay ... oy sy, of 7. Thatis, ¢ = Prd (Cyl(r")) where Cyl(xr") denotes the cylinder set
spanned by 7. The latter set consists of all maximal paths where 7’ is a prefix. Then, ¢ > 0
and Cyl(7r’) N ([s]g x {t})® is empty. But then the divergence probability under o from s is
at most 1 —¢g. So, state s is not R-divergent, i.e., (a) does not hold.

We now turn to the proof of (¢) = (a). As M is finite, we can rely on de Alfaro’s
observation [6], that under each scheduler o, the limit of almost all o-paths constitutes an
end component of M. Here, the limit of an infinite path = denotes the set of all states
and transitions that appear infinitely often in 7. An end component is a strongly connected
sub-MDP.

Let C = [s]g and let & denote the set of end components £ of M that consist of states
in C and t-transitions. Then, Pr{ ( (C x {r})“)) equals the probability under o to reach an
end component £ € € from s along a path consisting of C-states and t-transitions. Now, if
sup DPy (s, R) is positive (assumption (c)) then & is nonempty. Pick some end component
€ € €. Obviously, all states in £ are R-diverging. As £ consists of C-states and R is V-
respecting, state s is R-divergent too. O

Remark 1 (Divergence probabilities in infinite MDPs) By using arguments with end compo-
nents, the proof of Lemma 10 heavily relies on the default assumption that the given MDP M
is finite. Indeed, the characterization of R-divergence in Lemma 10 is wrong for countably
infinite MDPs, even for the subclass of countable and finitely branching MDPs.

To illustrate this phenomenon, we construct on infinite MDP using a construction that
shares similarities with an example provided [7] of a probabilistic process where probability
mass of visible behavior is lost in divergence. Pick a sequence (g,),>0 of rational numbers
gn in the open interval 0, 1[ such that ]_[2';0 gn converges to some positive value g. Thus,
0 < g < 1. (For example, we can deal with g, = 1—1/2".) Let now M be the MDP with
state space S = {s, : n € N} U {¢, u}, action set Act = {a, 7} and transitions

Sn = n Where i, (Sp41) = qu and w, (1) = 1—q,, sy = O, 5 Su

which is depicted in Fig. 4. The states s,, n € N, and ¢ are pairwise x-bisimilar for any
x € {b, n, w, d}, and none of them is R-divergent for the equivalence relation R with the two
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Fig.4 Positive divergence in infinite MDP

equivalence classes C1 = {t} U {s, : n € N} and C» = {u}. Note that under each scheduler
the probability to reach ¢ from sg is at least 1—¢g. Thus, there is no scheduler that generates
paths in (C; x {t})® with probability 1. This explains why none of the states is R-divergent.
In particular, R is V-respecting.

The R-divergence probability values are as follows: DPy (¢, R) = {0} and DPvy (s,,, R) =
{0, pn} where p, = q/q,, withq,, = qo-q1 - ... gn—1,1.€., px =[], qn- Then, the p,’s
are in ]O, 1[ and converge to 1.

Hence, R is a V-respecting bisimulation, while sup DPy (so, R) = ¢ > 0. Thus, this
example illustrates that statements (a) and (c) in Lemma 10 are no longer equivalent when
dealing with countable state spaces. O

Lemma 11 (V-respecting bisimulations and divergence probabilities) Let R be a x-
bisimulation where x € {b,n, w,d} in a finite MDP. Then, the following statements are
equivalent:
(a) R is V-respecting.
(b) Whenever (s, t) € R then sup DPy (s, R) = sup DPy (¢, R).
(c) Whenever (s, t) € R then DPy (s, R) = DPy (¢, R).
Proof The implication (¢) = (b) is trivial.

To prove (b) = (a), suppose VR(s) and (s, 1) € R. Then:

sup DPy (¢, R) = supDPy(s, R) =1

As stated in Lemma 9, there is a scheduler achieving the maximal divergence probability.
Thus, V().

The most interesting part is the proof of the implication (a) = (c). So, suppose R is

V-respecting and (s, t) € R. By symmetry it suffices to show that DPy (s, R) € DPy (¢, R).
Pick an arbitrary scheduler o. The task is to prove that there is a scheduler o’ such that

gc £ PI((Cx {1)?) =P ((C x {t))*)

where C = [s]r = [f]r.
For each R-equivalence class D € S/R with D # C, let

gp =PrJ(C,UD)

where C.;U D stands for the set of maximal paths that have a prefix of the form
SO T SIT...TS, Tuwhere {sg,...,s,} € C andu € D. Moreover, we define

Qvis = PI'? (CrUvis S)
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where C.U,; S denotes the set of maximal paths that have a prefix of the form

SO TSIT... TS, au where {so,...,s,} € C and a is a visible action (i.e., a € Act\{t}).
Then,
Qvis + Z qgp =1
DeS/R

and o induces a weak transition s =, p where (D) = gp forall D € S/R, D # C and
w(C) = gc + qvis- By Lemma 2 there is a weak transition t =, v with © =g v. Let 7 be
an associated compressed 7-tree for this weak transition from 7.

If g¢ > O then there is an end component £ that consists of C-states and t-transitions.
But then the states in £ are R-divergent. As R is V-respecting, this yields that all states in C
are R-divergent. In particular, ¢ is R-divergent. Let o¢ be a memoryless scheduler witnessing
the R-divergence of all C-states.

Let us first consider the case ¢,;; = 0. We now consider any scheduler o’, which when
started in ¢, realizes the weak transition t =, v by following the decisions in 7. As soon as
a leaf v of 7 has been reached then o’ behaves as o¢ from then on. Note that if state(v) € C
for some leaf v of 7 then gc > 0, in which case all C-states are R-diverging (see above).
Hence, we then have

Pr? ((C x {t)H?) = qc,

which yields the claim.

The argument for g,;; > 0 is as follows. If g, is positive, then there is at least one state
s' € C that has a transition s’ — @ for some visible action a. But then for all states u € C
u :>Ci>c 6, for some distribution 6,. We now consider any (randomized) scheduler o”,

which when started in ¢, realizes the weak transition t =, v by following the decisions in
7.

— Assoon as a leaf v of T with state(v) ¢ C has been reached then o’ behaves as o¢ from
then on.

— Assoonasaleaf vof 7 with state(v) € C has been reached (this happens with probability
qvis+qc), then o’ realizes state(v) =5, Ostate(vy With probability gyis/(qvis + qc) and
behaves in an arbitary way after having performed the visible action a. With the remaining
probability gc /(qvis + qc), o’ behaves as o¢.

But then Pr;’/((C x {ThH?) = qc. ]
Remark 2 (Positive explicit divergence probability) Given an equivalence R on the state
space S, let us define the predicate Vfo by:
Vfo(s) iff Jo s.t. Prg( ([s1r x {r})“)) >0
which is obviously equivalent to the statement sup DPy (s, R) > 0. Given an x-bisimulation
R, we say R is V- -respecting if and only if the following condition (*) holds:
(s,1) € R and V& (s) implies V(1) (*)

By Lemma 10, each V-respecting x-bisimulation is V- g-respecting. To see this, suppose R is
an V-respecting x-bisimulation. Let (s, ) € R and Vfo (s). By the equivalence of statements
(a) and (c) in Lemma 10 we obtain VR (s). As R is V-respecting and s and ¢ are R-equivalent
we obtain VE(¢). But then Vfo(t). Thus, R satisfies condition (*).

The converse, however, does not hold. That is, there are V. g-respecting x-bisimulations
that are not V-respecting.
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Fig.5 s ~v >0 f buts % xV1

Consider the MDP depicted in Fig. 5 consisting of states s, ¢, u, v with the transitions
s = 18+ 18,
58 t 58,
u s, v 55,

Then, s and ¢ are x-bisimilar for any x € {b, n, w, d}. State ¢ is R-diverging for each x-
bisimulation R, while state s is not. Thus, s % xVt. On the other hand, if R is the equivalence
that identifies s and ¢, but no other states, then R is a V. g-respecting x-bisimulation as both s
and t have positive R-divergence probability under the memoryless scheduler o that schedules
the t-labeled self-loop at state 7. Note that the R-divergence probability for r under o equals
1, while the R-divergence probability for s under o is 1/2.

Thus, V-respecting x-bisimilarity (equivalence ) is strictly finer than V- o-respecting
x-bisimilarity (equivalence %}0) in finite MDPs.

In the case of (countably) infinite MDPs, both equivalences are incomparable. Indeed,
take the example of Remark 1. As already pointed out, there s %)Y t. However, V. (sp) but
—V.o(?) and hence 59 % xV-ot. O

5.2 A-divergence

Analogous results can be established for the divergence operator A. Given a state s and a
scheduler o. the value Pr{ ( (S x {r})“’) is called the A-divergence probability of state s
under scheduler o.

The following lemma holds in arbitrary (possibly countable) MDPs:

Lemma 12 (MD-schedulers witnessing A-divergence) The set SA = {s € S | A(s)} con-
sisting of all A-divergent states is the largest set W C S such that every state s € W has

a transition s —> vs with supp(vg) € W. In particular, there is a memoryless deterministic
scheduler o such that for each state s € S:

As) iff PrgA ((S x {Th®) =1

Proof Clearly, each state s € Sa has a t-transition s LN vy with supp(vg) € Sa. Vice verca,
whenever W C S such that every state s € W has a transition s N vy with supp(v) € W

then for each memoryless deterministic scheduler o that schedules s 5 vy foreach s € W
and an arbitrary transition for all states in S\ W, we have Pr{ ((W X {r})‘“) = 1 for all states
s € W.Hence, W C Sa. O

We define DIPA (s) as the set of all A-divergence probabilities of state s when ranging
over all schedulers. That is:
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DPA(s) = { Pry ((S x {t})*) : o is a scheduler for M }

Then, DP A (s) is a subset of [0, 1]. Let us first observe that extremal A-divergence probabili-
ties are achieved by memoryless deterministic schedulers. To establish this result we rely on
the default assumption that the given MDP M is finite.

Lemma 13 (MD-scheduler with extremal A-divergence probabilities) In finite MDPs, there
exist memoryless deterministic schedulers o \** and o " such that

ax

PrZ?An ((S x {t)?) = supDPa(u)
PrA (S x {t})®) = inf DPA ()
Sor all states u € S.

Proof Consider the sub-MDP M of M with the same state space S where — is restricted to
M’’s T-transitions. Let Term denote the set of terminal states in M. Using standard results
for finite-state MDPs, there is a memoryless deterministic scheduler o that minimizes the
probability of reaching Term from every state. It is easy to see that any MD-extension oy
of o to a scheduler for M maximizes the probability for generating infinite T-paths from
every state. ‘

min

The argument for o™ is analogous, but here we consider the set Vis of states u € §

that have at least one visible transition u —> 6. We then pick a memoryless deterministic
scheduler o~ for M. that maximizes the probability to reach a state in Vis U Term from every
state and consider any memoryless deterministic scheduler og’i“ that behaves as o~ for the
states u € S\Vis and that schedules some visible transition for the states in Vis. It is easy to
see that this scheduler achieves the minimal A-divergence probabilities. O

As a consequence of Lemma 13 we obtain:
A(s) iff maxDPa(s) =1 iff supDPa(s) =1

which again is equivalent to the existence of a scheduler o such that all maximal o -paths from
s belong to (S x {r})®. Thus, the analogous statements (a), (b), (d) in Lemma 10 rephrased
for A (rather than V) are equivalent too. However, in contrast to Lemma 10, the statement
sup DIPA (s) > 0 does not imply A(s). A simple example for this phenomenon is the MDP of
Remark 2 with R = id (the identity relation). Obviously, R is a A-respecting x-bisimulation
for any x € {b, n, w, d} and supDPPA(s) = 1/2. Thus, supDPA(s) > 0, while =A(s).

Nevertheless, the equivalence of the three statements in Lemma 11 holds in an analogous
way. For establishing this result (see Lemma 14 below), we shall rely on Lemma 13 which
requires the finiteness of the given MDP.

Lemma 14 (A-respecting bisimulations and A-divergence probabilities) Let R be a x-
bisimulation where x € {b,n, w,d} in a finite MDP. Then, the following statements are
equivalent:

(a) R is A-respecting.
(b) Whenever (s, t) € R then sup DPa (s) = sup DIPA(?).
(c) Whenever (s,t) € R then DPA(s) = DIPa (2).

Proof The implication (c) = (b) is trivial.
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To prove (b) = (a), suppose A(s) and (s, ) € R. Then:
sup DPA (1) = supDPA(s) = 1

where the first equality holds by assumption (b) and the second equality as we assume
A(s). By Lemma 13, we have sup DPPA (1) = max DIPa (1) for all states u. In particular,
max DPA (1) = 1, which yields A(z).

To prove (a) = (c), we suppose that R is a A-respecting x-bisimulation and pick a
pair (s, t) € R. By symmetry it suffices to show that DPa (s) € DPa (¢). Pick an arbitrary
scheduler o. The task is to prove that there is a scheduler ¢’ such that:

Pro (S x {T)h?) = Pr? ((S x {th®)

We will first treat the case of schedulers that are memoryless and deterministic (see Claim 1
below), and then show that the A-divergence probability for state s under the given (possibly
randomized and not memoryless) scheduler o is achieved by some scheduler which can be
seen as probabilistic choice of two memoryless deterministic schedulers (Claim 2). Finally,
we combine the results of Claim 1 and Claim 2 to derive the existence of a scheduler o’ with
the desired property (Claim 3).

Claim 1. 1f oq is memoryless deterministic then there is a scheduler o) with

Pro0( (S x {£)®) = Prio((S x {th)

Proof of Claim 1. As oy is supposed to be memoryless and deterministic, the behavior of
M under o9 can be represented by a finite Markov chain C with state space S and where the
transition probabilities of each state # in C are given by the transition scheduled by oq for
state u. That is, if og schedules the transition u BN 0, for state u then Pe(u,u’) = 6, (u').
Let T denote the set of states u € S where o schedules a t-transition, i.e., where o, = 7.

Thus, og schedules transitions with a visible action for the states in Vis def S\T. Let E
denote the set of states that belong to a bottom strongly connected component (BSCC) of C
consisting of states in 7.3 Note that these BSCCs of C correspond to end components of M
that are built by r-actions, briefly called t-ECs. Then,

an £ PO((S x {t)?) = Pro(T UE)

where U denotes the LTL until operator. That is, if A, B € S then AU B denotes the set
of paths that start with a (possibly empty) prefix of A-states followed by a B-state. With
Gvis = Pri®(T U Vis) we have ga + qyis = 1.

Letus write [Vis]g and [ E]g for the R-closure of Vis and E, respectively. Thatis,u € [E]g
iff there is some u’ € E such that u and u’ are R-equivalent, and the analogous statement for
[Vis]g.

We shall use the following ingredients to define scheduler o;;:

— The given scheduler o induces a weak transition s =,  such that p(u) = Pri® (T U u)
for all states u € Vis U E and u(u) = 0O for all other states. As s and ¢ are R-equivalent
and R is an x-bisimulation there is a weak transition t =, v with u =g v (Lemma 2).
Let 7 be a corresponding compressed t-tree for t =, v.

3" If there is no BSCC in C that consists of T-states then E = &, in which case Prgo ( (S x {r})”) = 0 for
all states u € S.
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— For each R-equivalence class D € S/R where D N Vis is nonempty and each state u € D
we pick a visible action a,, such that u :>Cﬂ>. (If u € D N Vis then we can deal with
a, = a,. For states u € D\Vis we can pick an arbitrary state ug € D N Vis and deal with
ay = oy,.)

— As A(u) for all states u € E and R is A-respecting, we have A(u) for all states u € [E]g.
Let oA be a memoryless deterministic scheduler witnessing A(u) for all states u € [E]g.
For example, we may deal with oo = o 3™ as in Lemma 13.

Let now aé be any scheduler that, when started in state ¢, first follows the decisions in the
t-tree 7 for the t =, v. Having reached a leaf v of 7, the behavior of a(/) depends on the

def . . .
state u = state(v). Note that u € supp(v), and hence, u is R-equivalent to some state in

supp(ut).
Let us first consider the case pu([Vis]g N[E]g) = 0, in which case u € S\([Vis]g N[E]r).
In this case, we define the behavior of o) after having reached u as follows:

— Ifu € [Vis]g then scheduler (76 mimicks u :}Ci> and behaves in an arbitrary way after
having performed the visible action a,,.
— Ifu € [E]R then scheduler 06 behaves as oo from then on.

As ;=g v and supp(u) € Vis U E we have supp(v) C [Vis]g U[E]r and

PO((S x (t1)”) = v(IETR) = mu(E) = qa

Suppose now that p([Vis]g N [E]R) is positive. The states u € [Vis]g N [E]g satisfy A(u),
but they can also perform visible actions after some 7’s. Let p,;; denote the probability under
oy started in state s to perform a visible action in some state u € [E]r after a sequence of
7’s taken in T -states, and let pg;, the probability to enter a state u € [Vis]g N E from some
state in 7'\ E. Formally:

puis = P ((T\E)U (Vis N [E]g) ) = Pr°(T U (Vis N [Elg) )

paiv = Pr3 (T\E) U ([Vislg N E))
Note that VisN E = & and therefore the sets VisN[ E]g and [Vis]g N E are disjoint. Moreover,
let

p= Pdiv
Pvis + Pdiv

denote the conditional A-divergence probability for s under op under the condition that oo
enters a state in [Vis]g N [E]g from some state in T\ E. Note that:

Dvis + Paiv = w([Vislg N[E]R) > u(VisNE) >0

Then, we define the behavior of 06 after having reached a leaf v in 7" with state(v) = u as
follows:

— If u € [Vis]g\[E]r then 06 mimicks u :>Ci> and behaves in an arbitrary way after
having performed the visible action a,,.

— If u € [E]g\[Vis]r then 00’ behaves as oa from then on.

— Ifu € [E]g N [Vis]g then o, behaves randomized:

— with probability p, scheduler 06 behaves as oa from then on,

— with probability 1—p, scheduler o, mimicks u =% with arbitrary behavior after-
wards.
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Thus, the A-divergence probability of # under o is:

PEYO((S x {T)®) = v(Elr\[Visle) + p - v([Vislk N [Elg)
As [Vis]g and [ E]R are R-closed, so are the sets [Vis]g\[E]r, [E]r\[Vis]g and [Vis]g N[E]R.
Hence, 1t =g v yields:
w([Vis]rR\[ETR) = v([Vis]r\[E]R)
w([ETR\[VisIr) v([E]r\[VisIr)
u([Vislg N[E]R) = v([Vis]g N [E]R)

As u(VisU E) =1 and VisN E = & we have:

n(E\[Vis]r) = n(LE]r\[Vis]g) and u(Vis\[E]r) = u([Vis]r\[E]R)

Putting things together, we obtain:

qa = n(E\[VislR) + paiv
= w(E]r\[Vislg) + p - u([Vislg N [E]R)
= v(LEIR\[Vislr) + p - v([Vislr N [E]R)
— PO ((S x {))”)
This completes the proof of Claim 1.

Notation: probabilistic choice of schedulers. Given two schedulers o1, 02 and p € [0, 1],
let o1 @) 02 denotes the scheduler which initially tosses a biased coin that yields head with
probability p and tail with probability 1— p. If the outcome of the coin tossing is head then
o1 ®) 03 behaves as o1 from then on. If the outcome of the coin tossing is tail then o1 @, 02
behaves as o7 from then on.

Claim 2. There exist memoryless deterministic schedulers o1 and o3 and p € [0, 1] such that
P (S x {Th?) = Prd ((S x {TH?)
where 0 = o1 @, 02.

Proof of Claim 2. Obviously, min DPA (s) < ga < maxDDPa(s). Hence, there is a real
number p € [0, 1] such that:

Prd ((S x {th®) = p - minDPA(s) + (1—p) - max DPA(s)

The statement of Claim 2 follows by considering o1 = O’Ein and 02 = o™ where og‘i“

og‘a" are as in Lemma 13.

and

Claim 3. There exists a scheduler o’ with Pr ((S x {th®) = Pr¢ ((S x {th®).

Proof of Claim 3. Let o1, 05 and p be as in Claim 2. We can now rely on Claim 1 to obtain
schedulers o and o) such

Py ((S x {t)”) = Pr (S x {z))
fori = 1, 2. The scheduler 6" = o{ @, 0 then fulfills the desired property. ]

Remark 3 (Positive A-divergence probability) Analogous to the considerations in Remark 2
we introduce the predicate A- ¢ by:

Aoo(s) iff Jo st Prf((S x {t)”) >0

@ Springer



On the probabilistic bisimulation spectrum with silent moves

Clearly, we then have A~ o(s) if and only if sup DPa (s) > 0. Given an x-bisimulation R, we
say R is A.o-respecting if and only if the following condition (*) holds:

(s,1) € R and A-(s) implies A~ o(7)

In Remark 2 we saw that V-respecting x-bisimilarity is strictly finer than V- o-respecting x-
bisimilarity. To prove the “is-finer-than” relationship we used the equivalence of statements
(a) and (c) in Lemma 10. Although the analogous statements are not equivalent for the A-
predicate and A-divergence probabilities instead of the V-predicate and explicit divergence
probabilities (see above), A-respecting x-bisimilarity %XA is strictly finer than A o-respecting
x-bisimilarity %XA>° in finite-state MDPs. Formally, for each x € {b, n, w, d}, the following
statement holds in finite MDPs:

Each A-respecting x-bisimulation is A~ g-respecting. (+)

To prove statement (), consider a A-respecting x-bisimulation R and a state-pair (s, #) € R
with A o(s). The goal is to show A~ o(#). For this, we consider the memoryless deterministic
scheduler o = o™ of Lemma 13. Then, Pr?( (S x {r})‘”) > 0. Let C be the finite-state
Markov chain with state space S associated by o. Then, there is BSCC B of C that is a
reachable from s via a T-path and where E is built by z-transitions of M. (L.e., o schedules
a t-transition for all states in that BSCC B of C.) Clearly, for the states u € E we have
Prg( (S x {r})“’) = 1. Thus, A(u) for all states u € B.

The simple case is where 5 N [s]g is nonempty as then we can pick a state u € B that
is R-equivalent to s and . As R is A-respecting and A(u) we get A(s) and A(z). The latter
implies A~ o(#). The argument for the general case (no matter whether B N [s]r is empty or
not) is as follows. Scheduler ¢ induces a weak transition s =, @ where supp() N B # &.
By Lemma 2, there is a weak transition # = v with v =g . In particular, supp(v) contains
a state u that is R-equivalent to some B-state u’. As A(u’) and R is A-respecting we obtain
A(u), and therefore Prg( (Sx{th® ) = 1. (Recall that o = o{**.) But then we can consider
any scheduler o’ that first realizes the weak transition =, v by following the decisions of
a corresponding compressed t-tree 7 and that behaves as o as soon as a leaf of 7 has been
reached. As 7 has a leaf v with state(v) = u, this yields the existence of a o’-path from ¢ to
u built by t-transitions. Therefore, Prf/( (S x {th®) > 0. Hence, Ao (2).

This completes the proof of statement (), which yields that %f} is finer than ’&XA”. The
example provided in Remark 2 also illustrates that %xA is strictly finer than %XA>°, as we have
s %XA“’ t,buts % xAt.

The above proof for statement () uses the finiteness of the given MDP. Indeed, statement
(1) is wrong for countable (infinite) MDPs. To see this consider the MDP of Remark 1. In this
MDP, the predicate A is empty, while A~ = {s, : n € N}. Let R be the equivalence with the
two equivalence classes C; = {t} U {s, : n € N} and C> = {u}. Then, R is a A-respecting
x-bisimulation, but not A, g-respecting as A~ o(s,) and A~ (7). O

Remark 4 (Schedulers witnessing almost-sure resp. positive divergence) For the almost-sure
divergence predicates A we established the existence of memoryless deterministic schedulers
witnessing the A-divergence for all A-divergent states in arbitrary (possibly infinite) MDPs
(see Lemma 12). The analogous result holds for A.¢-divergence in finite MDPs, but not
in infinite MDPs. An example for the latter is obtained by considering the countable MDP
M with state space S = {r,u} U {s, : n € N}, action set Act = {a, t} and the following
transition relation. We pick a strictly increasing sequence (g,)nen of rational numbers ¢, in
the open interval ]0, 1[ such that their product converges to a positive value p € ]0, 1[. For
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n € N, let u, € Dist(S) be given by

1
Mn(50) = pn(Spt+1) = 5 ~qn and (1) = 1—gj,.

Then, the transition relation in M is as follows:
— State s, for n > 1 has a single outgoing transition, namely s, N Wn-
— The outgoing transitions of state sg are s LN un foreachn € N.
— State u is terminal and state ¢ has a single transition, namely ¢ N Sy

We now show that supDIPA(sp) = 1, but there is no memoryless scheduler witnessing
A- o(so) and there is no scheduler achieving divergence probability 1 for state sg. This is due
to the following observations:

— For k € N, consider the deterministic scheduler o that uses a step counter as memory
T . . .
and schedules so — uire if o is in state s after exactly £ steps. Then, all o -paths from

so of length £+1 end in state u, ¢, s Or Sg+¢+1. Thus, the probability for oy to be in one of
the s-states after £+41 steps is gk - gk+1 - - - gk+e¢. But then, the A-divergence probability

for so under oy, is px def ]_[n> « 9k- As the values py are strictly increasing and converge
to 1, we obtain sup DPa (so) = 1.

— Under every scheduler, almost all A-divergent paths from sy visit so infinitely often. If o
is memoryless, then o moves from s¢ to ¢ within one step with some positive probability
e. Thus, o eventually moves to ¢ with probability Y o) e - (1—¢)’ = 1. This yields
Pr ((S x {r})®) = 0 for each memoryless scheduler o.

— For each scheduler o there is some positive probability to move from sg to ¢ in the first
step. This yields Pr{ (S x {r})®) < 1 for each scheduler o.

To provide an example illustrating the analogous phenomenon for explicit divergence, we
consider a variant M’ of the above MDP M. The state space and action set is the same as in

M. As in M, state t has a single transition ¢ N 8, and u is terminal. Let now v, € Dist(S)
defined by:

Vu(50) = g2, Vn(nt1) = (1=qn) - gn and v, (£) = 1—gy.

Then, for each n € N, the outgoing transitions of the state s, are s, LN v, forallm € N. Let
now R be the equivalence relation on S with the three equivalence classes {s,, : n € N}, {t} and
{u}. As all s-states have the same transitions, R is an x-bisimulation foreach x € {b, n, w, d}.
We then have:

— There is no scheduler ¢ where the R-divergence probability of state sg is 1. (Already
after the first transition, each scheduler reaches ¢ from sp with some positive probability.)

— There is a sequence (oj)ren of schedulers such that sup Pr?g (([so]R X {r})‘“) =1.To
see this, we regard the deterministic schedulers oy that use a step counter as memory.
Whenever oy, is in one of the s-states, say s, after £ steps then o} schedules the transition
Sp —> Vk+¢. Thus, the probability for o to stay in the equivalence class of the s-states
is py (defined as above as the infinite product of the values g, for n > k). The claim
follows as the sequence (pg)ren is strictly increasing and converges to 1.

- Prgo (([So] R X {r})“’) = 0 for each memoryless scheduler . To see this, we observe that
for each scheduler the probability for generating an R-divergent path from so that visits
so only finitely often is 0. This is because the values (1—g;)g, are bounded by 1/2. Now,
if o is memoryless then there is some ¢ > 0, such that whenever o visits sg then the
probability to move from sq to 7 is . But since almost all R-divergent o -paths visit s
infinitely often, the set of the R-divergent o -paths must be a null set.
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So, this example shows that in countable MDPs, sup DPy (s, R) = 1 is possible, although
there is no scheduler that achieves probability 1 for the R-divergent paths from s and there
is no memoryless scheduler witnessing Vfo (s).

Let us suppose now that M is a finite MDP. Then, there is a memoryless deterministic
scheduler o such that for all states s € S:

A-o(s) iff Prd ((S x {t})) > 0.

This result is a direct consequence of Lemma 13 as we may deal with o = o {®*.
Likewise, if R is V- o-respecting x-bisimulation in a finite MDP, then there exist a mem-
oryless deterministic scheduler o such that

VR (s) iff Pr (([s]g x {T})) > O.

Such a scheduler is obtained by considering a memoryless deterministic scheduler maximiz-
ing the R-divergence probability from every state (see Lemma 9). O

Remark 5 (A-o-respecting and V. o-respecting) After introducing the predicates V¢ and
A- o, it also arises the question whether %}0 is finer than %XA>°. This actually holds, and

we formally state it as follows. For each x € {b, n, w, d}, the following statement (i) holds
in finite MDPs:

Each stutter-closed V- o-respecting x-bisimulation is A o-respecting. (%)

Its proof follows the same logic as the proof of (i) above. Let R be a stutter-closed V- ¢-

respecting x-bisimulation and let (s,#) € R with A.g(s). The goal is to show A.o(¢).
Consider the memoryless deterministic scheduler o = a’Anax of Lemma 13. Then, Pr{ ( (S x
{th® ) > 0. Let C be the finite-state Markov chain with state space S associated by o. Then,
there is BSCC B of C that is a reachable from s via a t-path and where B is built by 7-
transitions of M. (L.e., o schedules a t-transition for all states in the BSCC 5 of C.) Clearly,
for every state u € B, Pr{, ( B x {th® ) = 1. Also, each state in B reaches any other state in
B with probability 1. (B is a BSCC in the Markov chain C.) Thererore, for every u, u’ € B,
we have u =, 8, and u’ =, §,. Since R is stutter-closed, by Corollary 3, (u,u’) € R,
for all u, u’ € B. Hence, for all u € B, we have Pr{ (([ulg x {t})*) = 1 since B C [u].
Therefore, Vfo(u).

Notice that o induces a weak transition s =, p© where supp(u) N B # &. By Lemma 2,
there exists v s.t. t =, v and v =g . In particular, there must exists a state u € supp(v)
such that (u’, u) € R for some u’ € supp(u) N B. As Voo(u) and R is V. -respecting, we
get V-o(u), and therefore Prfj/((S X {T})“)) > Prg/(([u]R X {‘c})“’) > 0. Construct the
scheduler o” that first realizes the weak transition # =, v by following the decisions of a
corresponding compressed t-tree 7 and that behaves as o’ as soon as a leaf of 7 has been
reached. As 7 has a leaf v with state(v) = u, this yields the existence of a o”-path from ¢ to
u built by t-transitions. Therefore, Prf/( (S x {th® ) > 0. Hence, A~ (), which completes
the proof of (). O

6 Modal logics for probabilities and silent moves
We are now turning to the question in how far the various relations we discussed thus far can be

captured by modal logics. We indeed present logics with modalities along the two dimensions
that altogether can be shown to characterise the probabilistic bisimulation spectrum with silent
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moves. Albeit written in a modal logic style, the concepts are similar in spirit to the canonical
testers developed by van Glabbeek for the nonprobabilistic spectrum [23].

Syntactic ingredients For x € {b,n,d,w} and § € {V, A, s, 0, 1, &}, we define the logics
£§c”“§"" and Lz’g containing all formulas generated by the following respective grammars:

LY ¢ii=T | =¢ | ¢1 A¢y | modact; | moddivi
LB Y= =y [ YAV | [Pl

where g € [0, 1], >« is a comparison operator in {<, <} and modact, and moddivi are as
follows, with o € Act:

X b n d w
modacty | (Y(«)y2) | (Vila) 2 | ()y) | (o)
& %] 0 s A A v
X any any | any | any | any | born | dorw
moddivi no operator defined | 0 s Al A Vo Ve

Notice that in particular « may be t in modact,.
Disjunction and other boolean operators can be derived as usual. Lower bounds and
equality in the probability operator can be defined as follows:

def def def

[¢]>q = _'[¢]§q [¢]zq = _'[(p]<q [¢]:q = [¢]§q/\[¢]zq

Semantics of the logics The semantics of the logical operators are defined as follows using
satisfaction relations }= for the state and distribution formulas over the states, respectively
over distributions on states in a given MDP M. Furthermore, we define the satisfaction
relations for state and distribution formulas by:

Sarpm(p) ={s € S|s Em ¢}
Satp(Y) = {u € Dist(S) | n Em V)

If M is clear from the context, we omit the subscript M and simply write = and Sat(-) rather
than =4 and Sar . We define

s (Wile) W) iff Fpy, po 05 =e iy e po,un Y, and o Y

s (Yila) ¥ i 3y, o 05 e w1 —>e=e Ho, w1 Y1, and o b= Yo
s (a)y) iff Ju:is =c—>cpandp =¥
sE(a)y iff Iu:s =coc=cpnandp =¥

The semantics of negation and conjunction is as expected. The meanings of the divergence
modalities are defined as follows.
Ifé& € {A,s, 0, A} then:

s =& iff du € Dist(S) s.t. s = w and £(u)

where &(w) stands short for “£(s) for all s € supp(u)”. Note that the weak transition in the
semantics of formula A is irrelevant as we have s = A iff £(s).
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The semantics of the two logical operators for £ = V is given by:
s E Ve iff 3o st Pry ((Sat@)x{th”) =1
s EVep iff Jo s.t.Prd ((Ug x {t)h?) =1

where Uy denotes the set of states u € S that have a weak transition u =, © where
supp(i) < Sa(g).

Distribution formulas are interpreted over distributions p € Dist(S). The propositional
logic fragment has the standard semantics. The meaning of [¢].«, is given by:

wE [@lp iff p(Sar(d)) < p

Remark 6 (Uniform treatment of modalities for visible and silent actions) Traditionally,
Hennessy/Milner-like logics differentiate between modalities dealing with visible actions
and the modality for the silent step, while our logics do not. For instance, if considering
non-probabilistic branching bisimulation [23,26], a modality (1 (¢)¥») might be expected
with the following semantics:

3w, oy € Dist(S) such that:
l.s = M1
2. [y e o of = 1o
3. w1 E Y, and w2 = Y

However, in our setting we consider s |= (V1 (€)yn) iff s = (¥1(T)¥2). This is due to the
fact that ;1 = o is redundant since i i>c /1 is always a compound transition (taking the
skip probability to be 1).

s = (Yi{e)yn) iff

State-equivalences induced by the logics Let R(L}) be the relation on states induced by
the logic £¢¢ and R(Ed”t) be the relation on distributions induced by the logic lld”’ That
is

(s.1) € R(LYY) iff forallp € L7 s ¢ & 1= ¢

(u,v) € R(Ed”’) iff forally € L‘,"”’ LEY o vEY

Notice that both R(Efc’f’ge) and R(Ed”’) obviously are equivalence relations.

For every equivalence class C € S/ R(Em’e) there exists a formula of Efffge that dis-
tinguishes all states in C from the rest. Similarly for Cd”’ This is stated in the following
lemma.

Lemma 15 (Characteristic formulas) Take any x € {b,n,d,w} and &€ € {V,A,s,0, A, T}.
Then:

(2) Foreach C € S/R(LS4) there exists p¢ € L34 with Sat(pc) = C

(b) (w,v) € R(LEY) if and only if =g ey V.

(c) For each D € Dist(S) /R(L',d”’) there exists Yrp € cd'g with Sat(Yrp) =

Proof We first observe that for all equivalence classes C, C' € S/ R(L‘X‘IS’E) with C # C/,
there must be a state formula ¢c ¢ € Ei’,"g’e that distinguishes the states in C from the states
in C’. Because L"m contains negation, we can assume that s = ¢¢ ¢ for all s € C and
s" V= ¢c.c forall s’ € C'. For C € S/R(L”‘”g) define:

de & /\ éc.c

C'es/RULYY)
C#C’
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With § also S/R(L{°) is finite. So, bc € L14¢. Moreover, s |= éc iff s € C. That is,
Sat(¢c) = C which proves statement (a).

For the left to right implication of statement (b) suppose byAcontradiction that thAere exists
Ce S/R(Lfc”“ge) such that u(C) # v(C). Using (a), i = [¢cl=pn(c) but v = [ocl=,(c)-
For the right to left implication notice that every formula in [Zi‘é’ can be written in CNF by
A ,-\/ jEi  where each literal ¢;; has the form [¢; 1gi; OF =@ijliag;; - Therefore, it sufficies
to prove that u(Sat(¢)) = v(Sat(¢)) forall ¢ € E;’“E’e But this is an immediate consequence
of 1 =p Lsey v after observing that Sat(¢) is a union of R (ﬁff"ge) equivalence classes.

To show statement (c) let D € Dist(S)/R (ﬁff‘g). Because of (b), foreachC € S/R (£§’_‘ge),
there exists gc € [0, 1] such that u(C) = gc¢ for all distributions © € D. Hence, u |=
[¢cl=yc for u e D.

‘We now consider the distribution formula

Ip £ N\ ldcl=ge

CeS/R
Then, 1 k= ¥ iff ju(C) = gc forall C € §/R(L4€) iff u € D. Hence, Sat(yrp) = D. D

Remark 7 (Finite vs. countable state spaces) Lemma 15 relies on our default assumption that
the state space of the given MDP is finite. This implies that the index of any equivalence
relation of § is finite and the well-definedness of the formulas ¢¢ as the conjunctions of
the formulas ¢¢ ¢ in the proof of statement (a) in Lemma 15. This argument is no longer
adequate for countable state spaces, in which case we would need countable (rather than
binary) conjunctions in the logic to ensure the existence of characteristic state formulas.

Remark 8 (Real vs. rational thresholds in distribution formulas) The existence of charac-
teristic formulas for distribution formulas heavily makes use of real threshold values in
distribution formulas of the type [¢]—;. (Recall that the proof of statement (c) in Lemma 15
uses the formulas [(;Aﬁc]zqc where gc = (C)). When restricting to rational threshold val-
ues in the probability operator would ensure the recursive enumerability of formulas, but
we would loose the existence of characteristic formulas for distributions (i.e., statement (c)
in Lemma 15 would not hold anymore). Nevertheless, the existence of characteristic state
formulas (statement (a) in Lemma 15) as well as statement (b) in Lemma 15 would still hold.
The proof of (a) is not affected by the restriction to rational threshold values. The proof of
(b) would need to be rephrased as follows.

Given C € S/R(Efffge) and distributions g, v such that u(C) < v(C) we can pick a
rational value ¢ such that £ (C) < g < v(C). But then [(i)c]>q is a distribution formula that
distinguishes  and v as we have p = [$C]>q, while v &= [q[;c]>q.

However, notice that if a countable conjunction is introduced, any probability operator
with real threshold can be derived using the probability operators with rational thresholds,
the countable conjunction and, if necessary, negation. O

7 Logical characterisation of bisimulations

We now present the first main result stating that the logics of Section 6 indeed provide sound
and complete characterisations of &-respecting x-bisimilarity for any (x, £)-combination
where & is different from V.o and A. . This result (Theorem 1 as well as Lemma 16 and
Lemma 17) holds for arbitrary (possibly infinite) MDPs.

@ Springer



On the probabilistic bisimulation spectrum with silent moves

Theorem 1 (Logical characterisation) Forall x € {b, n, w,d}and all§ € {V, A,s,0, 1, &},
%i agrees with R(Efc{‘ge).

The proof of Theorem 1 follows from the following Lemma 16 (which shows that %i is

finer than R(Ej'ffge)) and Lemma 17 (which shows that R(Ej;’fge) is finer than %i).

Lemma 16 (Soundness: preservation of logical properties) For each x € {b, n, d, w}, each
Ee{V, A s 0,1, 0}

1. s %i t implies that (s, t) € R(L;’%’e), and

2. p A5 v implies that (11, v) € RLED-

Proof Given a stutter-closed &-respecting x-bisimulation R, we prove that for all 5,7 € S
and p, v € Dist(S) and all formulas ¢ € E;’%’e and ¢ € [fo’%’ :

1. if (s,t) € Rand s = ¢, thent = ¢, and
2. iff u=gpvand u = ¥, then u = ¥,

from which the claim follows. The proof is by structural induction on the syntactic structure
of formulas.

So, we proceed by case analysis. Cases T, =¢, /\,;¢; € LIZ‘%’E and =y, \; ¥ € LZféf are
straightforward and we omit them here.

Case (Y1 {a)¥2): Suppose (s, t) € R, with R being a &-respecting branching bisimulation,
and s = (Y1 (a)yn). Then, there exist distributions w1 and py such that

o
§ = U1 —>¢ M2, i1 = Y1 and uo = .
As a consequence of Lemmas 2 and 3. there are distributions vy, v{ , and vy such that
;o
[ =pe V] =pc V] —>¢ W2

where (1 =g vi, 1 =g v}, and p2 =g v2. Hence t = vj . v, and V| = ¥ and
V2 = Y by induction hypothesis. Therefore, ¢ = (Y1 (o) ).

Case (Y1 {a)yra: Suppose (s, t) € R, with R being a &-respecting n-bisimuation, and s =
(Y1 (o) 2. Then, there exist distributions 1, pt5, and p such that

o
S =e 1 —>¢ Mh = M2, [ E Y, and po = Y.
By Lemmas 2 and 3, there are distributions vy, v{ s vé and v, such that
[ =be V] = V] —>e=>c Vb = 1)

where 1 =g vi, w1 =g v, and pu2 =g vy. Hence, t =, V| % = 1, and by
induction vi &= 1 and vy = Y. Therefore, ¢t = (V1 () yo.
Case {(a)¥r): Suppose (s,t) € R, with R being a &-respecting delay bisimuation, and

s = (a)v). Then exist distributions x’ and p with s =, u’ ﬁn pnand u = . Asa
consequence of Lemmas 2 and 3, there are distributions v" and v such that

o
t =V =c—cv, ' =gV and u =g v.

Hence, ¢ =>Cﬁ>c v, and v = ¥ by induction hypothesis. Thus, t = (a)v).

4 Recall that n %i v stands for u =_¢ v.
~x
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Case (a)y: Suppose (s, t) € R, with R being a £-respecting weak bisimuation, and s =
{a). Then, there are distributions u’, u” and p with

s=ep e =cpandp =y

As a consequence of Lemmas 2 and 3, there are distributions v/, v”, and v such that
/ o "
=V ===V =

where ' =g v, u” =g V’, and u =g v. Hence, ¢ :>01>C:>C v, and v &= ¢ by
induction hypothesis. Therefore, ¢ = (@) .

Case [¢lg: Suppose u =g v and  |= [@]oy- Then p(Sat(¢)) > g. Since (s, t) € R, by
induction hypothesis, s = ¢ implies ¢ |= ¢. As a consequence, the Sat(¢) can be written
as union of equivalence classes C; € S/R, i € I. Hence:

v(Sar(¢)) =v(lJ Ci) = > v(Ci)
iel iel
® _
= 2 w(Ci) =mu(lJ Ci)

iel iel

— u(Sat(@)) > g

where equality (x) holds because =g v. Therefore, v = [¢]qg .

Case & € {A,s,0,A}: Suppose (s,7) € Rand s = &. Then s =, p and &(w), that is,
n({s" | £(s))}) = 1. By Lemma 2, t =, v and u =g v for some distribution v. Hence,
for all states " € supp(v) there is some state s € supp(u) such that (s’, ¢') € R and £(s”).
Therefore, for all states u € supp(v), there is a distribution 6, with u = 6, and £(6,).
With

o £ 3 vw-a,

uesupp(v)

we get v = 0 and, as a consequence, t =, 0. Notice also that £(9) as supp(#) is the
union of the supports of the distributions 6, for u € supp(v). Frome here we conclude
that r = €.

Case Vgfor & =V and x € {b, n}: The task is to prove that %f -equivalent states agree on
formulas of the form V¢. Suppose R is a stutter-closed V-respecting x-bisimulation.
By induction hypothesis, Sat(¢) is the union of R-equivalence classes. As before, state
s is said to be R-divergent if VR (s) holds. An infinite path 7 is called R-divergent if it
consists of T-actions and all states in 7 belong to the same R-equivalence class, in which
case we write m = divg. Pick a scheduler og such that Prf" (divg) = 1 for all R-divergent
states 7. Note that such a scheduler exists, even a deterministic memoryless scheduler. See
Corollary 6.
Suppose now that s is a state with s = V¢. In particular, s |= ¢. By induction hypothesis,
all states ¢ € [s]p satisfy ¢.
In the simple case where s is R-divergent, then so are all states in the R-equivalence class
of s (recall that for V-respecting relations R, VER(@s) implies VR(t) forallt € [s]g). Thus,
the above scheduler og witnesses that all states in [s]r satisfy V.
To treat the general case where a given state s satisfying V¢ might or might not be R-
divergent, we regard the set W = Sat(V¢) and show that W is R-closed, i.e., s € W and
(s,t) € Rimpliest € W. Let

(Wig={reS | IseWst(s,1) R}
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be the R-closure of W. As all states s € W are ¢-states, the induction hypothesis applied
to ¢ yields that [W]r € Sat(¢). To prove [W]gr € W, it suffices to show that each state
t € [W]g has a transition ¢ LN p in M where supp(p) € [W]g.

Pick a state t € [W]g. By definition of [W]g, there is a state s € W with (s,¢) € R. If
s is V-diverging then so is ¢, and the existence of such a t-transition from ¢ is obvious.
Suppose now that s is not V-diverging. The scheduler witnessing s = V¢ yields the
existence of distributions u, u' and a state s’ € [s]g such that s =>f wu, s’ € supp(w),
PN supp(it’) € [W]g and supp(u’)\[s]x is nonempty. The latter implies u' #g Jy.
As R is an equivalence, states s’ and ¢ are R-equivalent. Hence, 7 can mimick the transition
s’ <> ' by concatenating an R-stutter step ¢ =R v with a transition v 5> v where
u' =g V' (see Corollary 5). The latter implies supp(v’) € [W]g. But then 7 has at least
one transition ¢t —s p where supp(p) € [W]g, be it a R-stutter transition or, if v = &,
the t-transitions used to generate the compound transition ¢ Sov.

Case Veyfor § = Vand x € {b,n, w,d}: As in the previous case we pick a stutter-closed
V-respecting x-bisimulation R and show that all R-equivalent states have the same truth
value for the formula V. ¢.

Let U = Uy denote the set of all states u € S such that u has a weak transition u =, 1,
where supp(u,) < Sat(¢). By induction hypothesis and Lemma 2, Sat(¢) and U are
R-closed.

Let now W denote the largest subset of U such that all states s € W have a transition
s — v where supp(v) € W. Then, Sat(Ve¢p) = W. The task is to show that W is R-
closed.

We define [W]g as the set of states that are R-equivalent to some state in W. So, the goal
is to show that [W]g € W. For this, it suffices to prove that each state € [W]g has a
transition f — v with supp(v) € [W]r.

Lett € [W]g. Then, there is some state s € W with (s, ) € R.

Again, the case where s is R-divergent is simple. In this case, ¢ is R-divergent as well.
Moreover, t € U (as s € U and U is R-closed as stated above). Thus, each scheduler
witnessing the R-divergence of 7 is also a witness for ¢t |= V.¢. Hence,t € W.Inparticular,
there is a transition f — v with supp(v) € [W]g.

Suppose now that s is not R-divergent. Let o be a scheduler witnessing the satisfaction
of V¢ in state s. As o schedules only t-transitions and s is not R-divergent, o induces a
weak transition of the form

T
s=Ro 5. p

where all involved states belong to W (more precisely, if 7 denotes the corresponding
t-tree then state(v) € W for all nodes v in 7') and supp(p)\[s]r is nonempty.

We may even assume that there is a state uy € supp(f) and a transition ug LN o' such
that p(u) = 0(u) + 0(ug) - p’(u) for all states u € S\{ug} and p(ug) = p’(up).

As 0 =g §y, state ug is R-equivalent to s and ¢. Thus, there are distributions 6’, p” with

t :f 6’ l)c ,0/

where p =g p’. As supp(p) € W C [W]g and [W]g is R-closed we obtain supp(p’) €
[W]r. This yields the existence of a t-transition ¢ = v with supp(v) € [W]g.

[m}
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Next, we show that R(ﬁff‘ge) is finer than %i For this, we show that R(Lfc’“ge) isaé-
respecting x-bisimulation.

Lemma 17 (Completeness) Letx € {b,n,d, w}and& € {V,A,s,0, A, &}. Then, the equiv-
alence R(Ci’%’e) is a &-respecting x-bisimulation.

Proof Let Ry ¢ = R(LY{°). Clearly, Ry ¢ is an equivalence relation.
Claim 1. Ry ¢ is an x-bisimulation.

Proof of claim 1. We address here only the case x = b. The argument for x € {n, w, d} is
analogous and omitted here. Suppose that (s, ) € Rp ¢ and consider first the case s 5o
Let 1/7[3:] and 1/}[,” be the characteristic formulas of the R(ng’)-equivalence classes of &
and p (see part (c) of Lemma 15).

Then s = <I&[§X]<Ol>1@[m>. Because (s,1) € Rpe, also t = (\&[g_‘,](a)l&mﬂ and hence
=V .V withy lﬁ[,ss] and V' = @[M]. Therefore, using Lemma 15, §; =g, v and
W =R, V', which proves this case.

Claim 2. Ry ¢ is stutter-closed.

Proof of claim 2. Suppose s <Ig_ . t. By Lemma 4 there are distributions u, v such that
s =cvandt =, p with u =g, d; and v =g, & . By inspection on the semantics of
L% we obtain the R, ¢-equivalence of s and 7.

Claim 3. Ry ¢ is &-respecting.

Proof of claim 3. Let us first consider the cases & € {A, s, 0, A}. Suppose s is a state with
&(s). Then, s = & and hence also ¢t = & for each state ¢ in the R(ﬂ;’?ge)-equivalence class of
s. From here t = v and &£(v) for some v, which proves this case.

We now address the case £ = V. We start with the case x = b. The argument for x = n is
analogous. Suppose s is a state such that V4.9 (s). Let C denote the R, y-equivalence class
of s and qsc its characteristic formula (see part ga) of Lemma 15). Then, there is a scheduler

o such that Pr{ ((Cx{r})®) = 1. As C = Sat(¢c) we obtain:
P ((Sat(éc)x{z})‘”> =1

and hence s &= VqASc. If (s,t) € Rp,v then also ¢t = V(f)c. Since t € C we conclude that
VRev (1).

It remains to consider the case £ = V and x € {w, d}. Suppose s is a state with VR (5)
and let ¢ be a state that is R v-equivalent to s. As before, let C denote the R, v-equivalence
class of s (and r) and éc its characteristic formula (see part (a) of Lemma 15). Obviously,
VRv (5) implies s = Veéc. Therefore, t = V. qsc. So, there is a scheduler o such that

Prf ((Tx{r})w) =1

where T consists of all states u € S such that u has a weak transition u =, © where
supp(u) € Sat(¢c) = C. But then ¢ is R v-divergent by Lemma 8, i.e., VRx¥ (1) holds. O

Remark 9 (Coarsest bisimulation) The logical characterisation in Theorem 1 (showing that
’%i equals R (ﬁi”‘ge)) together with Lemma 17 (showing that R (ﬁj’c”‘ge) is a &-respecting x-

bisimulation) yields an alternative proof for the statement that %i is the coarsest & -respecting
x-bisimulation as stated in Lemma 7.
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Logical characterisations of A.,- and V_-respecting bisimulations

In Remarks 2 and 3, we introduced the predicates V.o and A, and showed that V.-
respecting x-bisimilarity %Y*’ is strictly coarser than V-respecting x-bisimilarity ~Y,
together with the analogous result for A ¢ and A. This raises the question for logical character-
isations of & -respecting x-bisimilarity %i for& € {V-o, A-o}. While such a characterisation
is open for the two combinations x € {w,d} and & = V., logical characterisations for
%Z“’, %nv>° in finite MDPs and %XA>° where x € {b, 5, w, d} in arbitrary (possibly infinite
MDPs) are obtained as follows.

A>0-respectif?g x-bisimilarity. For x € {b,n, w,d}, let ﬁi{%ﬂy and Ciﬁw be defined as
E;’?g and Ef’% by adding the atomic state formula A~ with the semantics s = A~ iff
A~ o(s). Using that R(Lfc’flg) agrees with %f (Theorem 1), we obtain that the equivalence

R(LYN ,) that identifies all states satisfying the same Eff“K)o formulas agrees with A B0,

V..o-respecting branching and n-bisimilarity. For x € {b, n} and explicit divergence, we deal
with the logic £ ~and E/‘f”vﬁ that agree with L4 and Cd”’ except that we replace the
formulas V¢ with V- o¢. The semantlcs of this new operator is given by:

s | Voo¢ iff Jo s.t. Prd( (Sar(¢p) x {t)*®) > 0
As before, we write R(L;’“é"’ ) and R(Ld” ) for the induced equivalence on states and
distributions, respectively.

Lemma 18 For each x € {b, n}, the relations R(Ef;“ée ,) and Xy V=0 coincide in finite MDPs.

Proof We show that ~\>° is finer than R(E”‘”E ,)» and vice versa.
Claim 1: 9 is finer than R(ﬁf{"’ée> o)

Proof of claim 1. To prove that %,Y” preserves the truth value of all [Iff%e)o formulas we
extend the proof of Lemma 16 for the case § = V.. For this we pick a stutter-closed V- ¢-
respecting x-bisimulation R and suppose that ¢ is a state formula where Sat(¢) is the union
of R-equivalence classes (induction hypothesis). In what follows, we say state s is positively
R-divergent if sup DPy (s, R) > 0. Thus, being V- o-respecting means that either all states
in an R-equivalence class are positively R-divergent or none of them.

Suppose s, t are states such that (s, ) € Rands = Vsg¢. Weaimto prove thatt = V.g¢.
For this, we pick a scheduler o such that Pr{ ((Sat(qS) X {1:})‘“) is positive. Then, s = ¢ and
therefore C C Sat(¢) where C = [s]g = [t]r.

— If Prf( (C x {r}))® ) > O then s is positively R-divergent, and hence, so is 7. As
C C Sat(¢), we gett = Voo¢.

— Suppose now that Pr{ ((C X {r})“’) = 0. Then, we pick a finite o-path 7 =
S0TS T...TS, from s = sp to a state s, that belongs to an end component £ con-
sisting of states in Sat(¢) and t-transitions and that enjoys the property that s; |= ¢ for

i =0,1,...,n. But then state s, is R-divergent, in particular positively R-divergent.
Hence, (s, s,) ¢ R.Leti; <iy < --- < igbeintegersin {0, ..., n} such thati; = 0 and
(sj,sj+1) € Rforall j € Nwithi, < j <ipygforh =1,...,¢ whereigy) = n+l.
Let Cj, denote the R-equivalence class of states s;,, Si,+1, - - -, Sijy —1-

As s and t are R-equivalent, there exists a finite path 7’ =gt t; 7 ... T 1, fromt = £y
that belongs to (C; x {t})T(Cy x {tH) ... (Cy x {t})T. As all states in 7 are ¢-states,
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we have Cj, C Sat(¢) for h =1, ..., £. In particular, all states in 7w’ are ¢-states. More-
over, as state s, is positively R-divergent and C; = [s,]r = [t ]Rr, state t,, is positively
R-divergent too. (Here, we use the assumption that R is V- -respecting.) Let op be a
scheduler witnessing u = V-o¢ for all states u € Sat(V-o¢). Now pick a scheduler
o’ such that 7’ is a o’-path and that behaves as oy after having generated 7. Then,
Pr;’/((Sat(fp) x {th* ) > 0, and therefore t = V..

Claim 2: R(ﬁi’%ﬁo) is finer than ~ .

Proof of claim 2. 'We show that L4 ~and Ei{‘%>0 provide a complete characterisation of

%¥>°. For this, we extend the proof of Lemma 17 for the case § = V..

Letnow R, v., denote the equivalence induced by L‘i”“{ oo 1€ Ra vy = R(ﬁ;’f@io). As
for the other cases of & we get that R, v_,, is a stutter-closed x-bisimulation (see Claim I and
2 in the proof of Lemma 17). The remaining task is to show that Ry v_, is V. ¢-respecting.
For this we first observe that the existence of characteristic formulas as in Lemma 15 also
holds for & = V.. Let now (s, t) € Ry, v_, and suppose s is positively R, v_,-divergent.
The goal is to show that ¢ is positively R v_,-divergent too.

Pick a characteristic formula éc of the R v_,-equivalence class C of s and ¢. That is,
qAbc € Efcl,thio and Sat(qAbc) = C.Then, s &= V>oqgc and therefore ¢ = V>0q3c. But then ¢ is
positively R, v_,-divergent. O

8 The spectrum

In this section we discuss the relation between the expressiveness of the logics and between
the semantics equivalences.

Since the modalities for actions and divergence are the ones that make the difference in
the logics, Lemma 20 will provide encodings of these modalities in terms of operators of the
stronger logics. Before, notice that the distribution formula [T]>0 holds in any probability
distribution, i.e., u = [T]>o for any . Thus, overloading the T symbol, we extend the
tautology operator to distributions by defining it as [T ]>¢.

We first state an auxiliary lemma to ease notation.

Lemma 19 The following equivalences hold:
(v = (o) = (T{)y = (T()y)
(@)T = (a)T) = (Tla) T = (T{a) T)

where the equivalence relation = should be understood as usual: ¢p1 = ¢, whenever for all

state s, s = ¢1 iff s = ¢a.

Proof We focus on the proof of {(t)y = (T (r)y). The other cases follow similarly. Suppose
s = (). Then there is some u such that s =>Ci>C=>C wand u = . Thatis, s =, u.
Then s =, 1 i>c pandsince uw = T,s = (T(t)¥).

Now suppose s = (T (t)¥). Then s =, uq i>c 2, for some wq and pup with uy = T,
and uo = . Hence s =, u ;C U2 = W2, and therefore s = (). ]

Lemma 20 The following equivalences hold where (A.o2) relies on the finiteness assumption,
while all other statements hold for countable MDPs:

(@ (a)y) = (T{a)y) (Vo) Vep = V{(r)[pl=
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w) (o) = (T{a)y (a1) A =VT

) A = ()[A V0] (A2) A =V, T

(s) s = ()~ >0] 1 (A1) Asp = VooT
0 0 = ()5 A—(T)V 4pr (@) Tlo0l=1 (A502) Asp = (T)[Als0

Proof The proof of cases (d), (w), (Ve), (A1), (A2), and (A-o1) follow directly by definition.
In the following, we prove the remaining cases.

Case (A-o2): The fact that s = (t)[A]-o implies s = A.q follows by the definitions.

Case (1):

Case (s):

Case (0):

The proof of the other implication follows closely results in Remark 3. So we
provide only a sketch of a proof. Notice that for this implication we assume that
the MDP is finite. Suppose s = A~g. Then A~ o(s) and, as in Lemma 13, there
is amemoryless deterministic scheduler o = o {** with Pr{ ( (Sx{th® ) >
Therefore, there is T-path reachable from s through o to a BSCC B built by
t-transitions defined by o. That is, s = @ and w(B) > 0 and for every state
tin B, A(t) and hence ¢ = A. As a consequence s = (t)[Alo.

If s = A, for some w, s = w and A(p). The later implies that 1 = p({t |
A} = n({r | A@) v O0(r)}). Notice that {r | A(x) v 0()} C Sat(A v 0).
Thus pu(Sat(A v 0)) = 1land s = (t)[A Vv 0]z

Suppose now that s &= (r)[AV 0]=;. Then, for some u, s =, @ and
w(Sat(A v 0)) = 1. The later means that for every ¢ € supp(u), either r = A
ort = 0. Thus

(Aper 1t =c e and p({z | A()}) = 1) or
(Fper 1t =c pur and p({z | 0(0)}) =1).
Since A(¢) iff A(z) or O(¢), this is equivalente to

Jus it = e and p({t | MO = 1.

Define p’ def Ztesupp(u) w() - . Then s =, u = @/ and A(u'). That is,
s = A

Suppose s = s. Then there exists u s.t. s = @ and s(u). The later implies
that for every t € supp(p), t ;& , from which Pr{ ((S X {r})“’) = 0 for any
possible scheduler o. Hence ¢ = —A~ (. Therefore, u© = [-A-¢]=1 and, in
consequence, s = (t)[—Asol=1

If s E ()[~A-0l=1, there exists i s.t. s =, w and u(Sat(—A~g)) = 1.
Then, forevery ¢t € supp(i),t &= —A- o, which means that for all scheduler o,
Pry ((S X {‘c})‘“) = 0. As a consequence, there must exists p; s.t. t = u; and
we{t |t 774 }) = 1 (otherwise, a possible scheduler could keep choosing
7 transitions so that it yields positive probabilities to diverge). That is, s(u;).
Define p/ def Ztesupp(w u(t) - . Then s =, u = u' and s(u'). That is
s E=s.

If s = O, there is some u s.t. s = p and u({t | 0(¢)}) = 1. Thus, if
t € supp(u), t %/ for any o € Act, Which means that ¢ |: sand t &

~(V yzr (@) Tl0. Therefore s |=<( (OMV e (@) Tl0l=1-
Suppose now that s = (1) [\/a# T]>o] 1. Then there exists

u s.t. s =, p and for all t c supp(u) tE=sA—( [\/a7ér a)T]so. That
is, for all ¢ € supp(u),
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(i) there exists u; such that t = u; and u,({t | s()}) = 1, and
(ii) for all u) such that r =, u;, u,(Sar({a)T)) =0 foralla # 7.

Because of (ii), u;(Sat({a)T)) = 0 for all @ # t. Thus, for every t' €
supp(ir), 1 =>C%( . In particular, ¢’ i/ for all a # 7. Since in addition

. def
t/ 714 (because of (1)), 0(1;). Define 1/ = Ztesuppw) w(t) - ;. Then s =
w =>. ' and O(u’). Thatis s = 0. O

For the case (0), notice in particular that if there is no a # t (that is, Act = {1}),
—-((r))[\/u#, {(a)Tlso = —(r)[L]so = T. Therefore 0 = (t)[s]=; = s, which is indeed
as expected since (always under Act = {t}), 0(¢) iff s(z) for all state t. Also, contrary
to intuition, notice that 0 and {z)[s A /\a# —{a)T]=1 are note equivalent. Consider the

simple MDP with states s, t, u, and transitions s LN %8; + %8,4, N 8¢, and u N 8y. Then
s EA(t 5/\/\a¢r (a) T]=1 buts & 0.

As a corollary of Lemma 20 we have that some logics are more expressive than others.
For instance, as a consequence of (d), (A1), (A1), and (s), [I;){”V’e is more expressive than
£St(1t€ .

’However, we have failed to make a connection between (v (@) and (V1 {(a)y2), (@)
and (o)), and V- g¢ and V¢. Therefore we have not established a relation of expressiveness
between L3¢ and L3¢, L4 and L9, and L5 and L5 . Moreover, we suspect that
these pairs of logics cannot be expressed in terms of each other (one direction, as expected,
is actually known). So, to relate the equivalences induced by these logics, we turn to the
operational definitions and prove that a relation R satisfying the stronger requirement, also
satisfies the weaker requirements. In the following lemma we also include the cases of the
V. o-respecting d and w-bisimulations which do not have a logical characterization.

Lemma21 Let& € {V, V.g, A, Aoo, A, 5,0, T} and x € {d, w}. Then, the following holds.

(a) If R is a &-respecting b-bisimulation, then it is also a &-respecting n-bisimulation.

(b) If R is a &-respecting d-bisimulation, then it is also a &-respecting w-bisimulation.

(¢) If R is a V-respecting x-bisimulation in a finite MDP, then it is also a V~q-respecting
x-bisimulation.

(c) If Ris a V~g-respecting x-bisimulation in a finite MDP, then it is also a A~ o-respecting
x-bisimulation.

Proof For (a), since R is &-respecting we only have to prove that it is an n-bisimulation. So,
let (s, t) € R and suppose s N . Because R is a b-bisimulation, there are of v and v’ such
that f =, v —>¢ v/, 8; =g v, and jx =g v'. Since v/ => v/, then t =>¢ v —>.=>, v/ thus
proving (a). The case of (b) follows similarly.

Case (c) follows from Lemma 10 and case (d) is stated in Remark 5. ]

Theorem 2 Consider the following (partial) order

VIAZA=20 V=Voo=xAg=xs=0=0 A=Ay

b=xn=xw b=xd=xw

Then NS'I - st whenever & < & and x| <X x3. Moreover, the inclusion is strict if either

&1 #& orxy #X2

@ Springer



On the probabilistic bisimulation spectrum with silent moves

Fig.6 The probabilistic bisimulation spectrum with silent moves

Proof All the inclusions except when x; € {b,d} and x» € {n, w}, when & = V and & =
V.o, 0r when & = V-.g and x; € {d, w} for any i € {1, 2}, are consequence of Lemma 20,
Theorem 1, and the results in previous section. The remaining cases are consequences of
Lemma 21.

The fact that the inclusions are strict is as follows. The cases where x| # x, are well
known in the non-probabilistic setting and inherited here (see, e.g., [23,26]). For the cases
where &1,&6 € {V,A, X,s,0, 0} with & # &, counterexamples are provided in Fig. 3.
The example in Remark 2 shows that s %ill t but s % x6t whenever &1 € {V.g, A~o}
and & € {V, A, A}. Finally, the two MDPs in the second example in Fig. 3 are & -respecting
x1-bisimilar but not & -respecting x,-bisimilar for &; € {s, 0, @} and & € {V-q, A~o}, while
the fourth example shows the same with £ = A. and & = V.. O

Figure 6 summarises the results of Theorem 2. Solid lines indicate both strict inclusion of
the semantic equivalences and that the logic above is strictly more expressive than the logic
below. Dotted lines indicate only inclusion of the semantic equivalences but do not relate the
logics. In fact, we conjecture that these logics cannot be expressed one in terms of the other.
Grey shades indicate restrictions to finite-state models.

Remark 10 (Alternative characterisation) We could have extended the logics with a simple
operator so that the modalities {,, (), and (), can be encoded in terms of (,{(«) ;) and (o))
respectively. To arrive there, consider the new logic operator €y (where v is a distribution
formula and so is €1) whose semantics is defined as follows. If € Dist(S) then:

wlE=ey iff Jv e Dist(S) s.t. u =cvandv = ¢
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Denote by L}{+e the extensions of the logic £'¢* that admits this new operator on distri-
bution formulas

Corollary 1 guarantees that any logic extended with this operator is still sound for its
respective bisimulation. Therefore %i agrees with R([,fc”‘ge—l—e) forall x € {b,n,d, w} and
& €{V,V.0,A, Aoy, s, 0, A, &} except for the combinations of £ = V. and x € {w, d},
in which case the logics are not defined.

With this new operator, Lemma 20 could be extended by the following two equivalences

() (Yila)yr = (Yi{a)eyn) W) {a)y = (a)ey)

Their respective proof follow easily from the definitions. We briefly show the case of (). Let
s = (Y1 (@) ¥>. Then, there are distributions (1, (2, and w3 such that

o
S = U1 —>c M2 = U3, 41 E Y1, and usz = .

Then, uy = € and hence s = (¥ (a)eyn).
Conversely, let s = (Y1 (@)eyn). Then, there are distributions w1 and w7, such that

o
S = U1 —>¢ L2, 41 = Y1, and o = €.

Therefore, there is some distribution u3 with uy =, w3 and u3 = ¥, from which s =
(Y1 (o) 2 follows. -

Asaconsequence of Lemma 20 extended in this manner, £“"’e+e isexpressible in LIS””E +e
and similarly £3'}+e in £}/ +. Theorem 2 would then refer to the following (part1a1) order

VIAZL=0 Vig=xA0=520=0 A=Ay

bxn=xw b=xd=xw
where, notably, V ﬁ V-0, and it would assert the following to hold:

— Any formula in LI”“’e can be expressed in E“‘"e whenever &1 < & and x| < x,, except
if x1 € {b, d} andxz e {n, w}.

— Any formula in E"“’e and Ejfz‘”é +e€ can be expressed in L”‘”e -+¢ whenever £ < & and
X1 2 x2.

Recall that the combinations of V. with d or w are not considered, since no extended logic
is defined.

9 Conclusion

This paper has explored the probabilistic bisimulation spectrum with silent moves both from
an operational and from a logical perspective. In doing so, we have extended the arguably
most popular fragment of van Glabbeek’s linear-time branching-time spectrum with silent
moves to the probabilistic setting. Since the extension is conservative, many of the results
resemble those of van Glabbeek naturally, despite the fact that the probabilistic setting asks for
some virtuosity in getting the proofs in place. Furthermore, the divergence dimension of the
spectrum is more refined owed to the remarkable difference beween almost sure divergence
and divergence with positive probability.

We have restricted ourselves to finite-state MDPs in the setup, but have been careful in
flagging all results where the presented proofs carry over to countable MDPs. In effect, all of
the spectrum can be rolled out for countable MDPs by (i) extending the notion of compound
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transitions to countable convex combinations (in countably branching z-trees), mirrored on
the logic side by (ii) moving from binary to countable conjunction (at the price of loosing
denumerability). Only the results established for divergence probabilities and the logical
characterisations for V. -respecting branching and n-bisimilarity can not be extended in
this manner, as we discussed. Indeed, the treatment of divergence probablities in A~ and
V-0 turned out rather challenging, not only because the reasons that led us to establish the
needed results are very different for A and V.. Furthermore, we left the existence of a
modal characterisation open for V- if combined with weak or delay bisimilarity.
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